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ABSTRACT. This is an introduction to analysis on manifolds, with emphasis on integra-
tion techniques, and with all needed preliminaries included. We first review the standard
calculus methods in RY, including the use of spherical coordinates, and with a look at
calculus over the unit spheres S’I{g ~1 ¢ RY too. Then we introduce and study the gen-
eral smooth manifolds, and discuss calculus on them, notably with the Stokes formula,
and with a look into Lie groups and symmetric spaces too. We then go into a similar
study for the Riemannian manifolds, notably with various integration results. Finally,
we provide an introduction to Lorentz manifolds, and our usual spacetime.



Preface

There are many interesting curves, surfaces and so on, in two or more dimensions,
X C RY, and the study of functions on them, f : X — R, is a key problem. Typically
you can think of X C R¥ as being the space where your problem lives, coming from
various algebraic or analytic constraints, and with the problem being that of minimizing
or maximizing this or that function f : X — R, that you are interested in.

Mathematically, the spaces X C R¥ having suitable regularity properties are called
manifolds, and the study of functions f : X — R is called analysis on manifolds.

The manifolds X C RY can be of many types, for instance algebraic or analytic,
depending on the exact types of constraints they come from. It is also possible to talk
about abstract manifolds X, without reference to a surrounding space R, by axiomatizing
what you know about the manifolds X C RY that you are interested in.

So, this was for the general idea, regarding analysis on manifolds, with this being
basically the study of functions of type f : X — R. In practice, however, things endlessly
ramify, depending on the precise type of question that you are interested in:

— As already mentioned above, the manifolds can be algebraic or analytic.
— Also, they can be real or complex, and even defined over a field F'.

— In what regards their regularity, that can be C°, C! and so on, up to C.
— The abstract manifolds X can feature metrics, of various types, or not.

— Also, the manifolds X can have various extra algebraic features.

As you can see, many things going on here, and again, making your way through this
jungle normally requires you to have some precise problems, that you are interested in.
So that you can choose the type of manifolds that you need, and learn about them.

This book is a basic introduction to analysis on manifolds, taken concrete X C RY or
abstract X, usually assumed to be smooth, C°, with emphasis on integration, and with
all needed preliminaries included. The book is organized in 4 parts, as follows:
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4 PREFACE

I. We first review the standard calculus methods in R”, including the use of spherical
coordinates, and with a look at calculus over the unit spheres Sﬁ[ 1 c RY too.

IT. Then we introduce the smooth manifolds, and discuss calculus on them, notably
with the Stokes formula, and with a look into Lie groups and symmetric spaces too.

ITT. We then go into a similar study for the Riemannian manifolds, by benefiting from
the metric structure there, notably with various integration results.

IV. Finally, as an application of our various techniques, we provide an introduction to
the Lorentz manifolds, and to our usual, relativistic spacetime.

This book is based on lecture notes from classes that I taught at Toulouse and Cergy,
on differential geometry and related topics, and I would like to thank my students. Many
thanks as well to my cats, for some help with the relativity theory computations.

Cergy, September 2025
Teo Banica
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Part 1

Space, spheres






CHAPTER 1

Vectors, calculus

la. Linear maps

We will be interested in this book in studying the functions f : X — Rand f: X — C,
with X being a manifold. And with such manifolds X being something similar to RY, or
to the unit sphere S]{g 1 ¢ RY, or to the many curves and surfaces out there, inside RV.
In short, the manifolds X will generalize all the spaces that we know, where we can do
some analysis, and once defined and studied a bit, we will do analysis on them.

Which sounds very good, but we will do this in fact starting from Part II of this book.
In the present Part I we will review our knowledge of the usual analysis, on RY, with all
sorts of formulae that you might know or not, including those making use of spherical
coordinates, and with a look at analysis over the unit spheres S]]Ry 1 ¢ RY too. And in
what regards general manifolds X, do not worry, we will discuss them afterwards.

Getting started now, we will be first interested in the functions f : R — R and
f:RY — C. And regarding these, in view of C ~ R?, it makes sense to look at the
general functions of type f : RY — RM . So, here is the question to be solved:

QUESTION 1.1. What can we say about the functions f : RN — RM | generalizing what
we know from usual calculus, regarding the functions f: R — R?

In answer now, there are potentially many things that can be investigated, such as
continuity, derivatives, higher derivatives, and integrals. However, leaving aside continu-
ity, which looks like something quite standard, when thinking at derivatives we face right
away a problem. Recall indeed the main formula from calculus, namely:

fla+t) = flz) + fl(2)t
In our setting, f : RY — R both quantities f(x +t) and f(z) are vectors in R,
and so we must have f'(x)t € R™. But the variable ¢ being a vector in RY, the derivative
f'(x) cannot be a number, and must be instead a map of the following type:

f'(z) : RN = RM
Nevermind. We will clarify this later, but from this perspective, the one-variable

derivative appears as the linear map ¢t — At, with A = f’(x), and this suggests that in
general, we can expect the derivative f'(z) : RY — RM to be a linear map too.
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12 1. VECTORS, CALCULUS

Summarizing, we are led to the following reformulation of Question 1.1:

QUESTION 1.2. The main idea of calculus is that the functions f : R — R are locally
approzimately linear, and in view of this, when looking for generalizations:
(1) What can we say about the linear maps f : RY — RM ¢
(2) Then, what can we say about the arbitrary functions f : RN — RM?

Which sound good, now we have a serious plan, and time to develop it. Regarding the
first question, about the linear maps f : RV — RM let us start with some basic linear
algebra. At the beginning, we have the following result, that you surely know:

THEOREM 1.3. The linear maps f : RN — RM are in correspondence with the matrices
A € My« n(R), with the linear map associated to such a matriz being

f(z) = Az
and with the matriz associated to a linear map being A;; =< f(e;), e; >.

PROOF. The first assertion is clear, because a linear map f : RY — RM must send a
vector € RY to a certain vector f(r) € RM  all whose components are linear combina-
tions of the components of x. Thus, we can write, for certain real numbers A;; € R:

T A11I1+...+A1N$N

N AM1$1+...+AMN{I?N

Now the parameters A;; € R can be regarded as being the entries of a certain matrix
A € My «n(R), and with the usual convention for matrix multiplication, we have:

fl@) = Av
Regarding the second assertion, with f(z) = Az as above, if we denote by ey, ... ey
the standard basis of RV, then we have the following formula:
Alj
flej) =
Anj
But this gives the second formula, < f(e;),e; >= A;;, as desired. OJ

In order to reach now to sharper results, we will restrict the attention to the linear
maps f : RY — RY which amounts in looking at the square matrices A € My(R). And
in what regards these latter matrices, we first have the following result:
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PROPOSITION 1.4. Given a matriv A € My(R), let us call v € RN an eigenvector,
with corresponding eigenvalue X, when A multiplies by X\ in the direction of v:

Av = Xv
Then, in case where RN has a basis vy, ...,vy formed by eigenvectors of A, with corre-
sponding eigenvalues Ay, ..., \y, in this new basis A becomes diagonal, as follows:
A1
A~
AN

FEquivalently, if we denote by D = diag(\y, ..., \y) the above diagonal matriz, and by
P = [v1...vN]| the square matriz formed by the eigenvectors of A, we have:

A=PDpP!
In this case we say that the matrixz A is diagonalizable.
PRrROOF. This is something which is clear, the idea being as follows:

(1) The first assertion is clear, because the matrix which multiplies each basis element
v; by a number J; is precisely the diagonal matrix D = diag(Aq, ..., An).

(2) The second assertion follows from the first one, by changing the basis. We can
prove this by a direct computation as well, because we have Pe; = v;, and so:

PDP 'v; = PDe; = PA\ie; = \iPe; = \v;
Thus, the matrices A and PDP~! coincide, as stated. U

In general, in order to study the diagonalization problem, the idea is that the eigen-
vectors can be grouped into linear spaces, called eigenspaces, as follows:

PROPOSITION 1.5. Let A € My(R), and for any eigenvalue A € R define the corre-
sponding eigenspace as being the vector space formed by the corresponding eigenvectors:

E\ = {UERN‘AU:/\U}

These eigenspaces Ey are then in a direct sum position, in the sense that given vectors
v1 € Ey,,...,v; € B, corresponding to different eigenvalues Ay, ..., Ay, we have:

ZCi'UZ':O = ¢ =0

In particular we have the following estimate, with sum over all the eigenvalues,
> dim(E,) < N
A

and our matriz is diagonalizable precisely when we have equality.
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PROOF. We prove the first assertion by recurrence on £ € N. Assume by contradiction
that we have a formula as follows, with the scalars ¢y, ..., c; being not all zero:

v +...+cu, =0
By dividing by one of these scalars, we can assume that our formula is:
Vp =C1V1 + ...+ C_1Vr_1
Now let us apply A to this vector. We obtain in this way the following equality:
A (o + oo+ c1Uk—1) = MU+ o F G A1k

On the other hand, we know by recurrence that the vectors wvq,...,v,_; must be
linearly independent. Thus, the coefficients must be equal, at left and at right:

ApCt=C1A1 ..., ARGl = 1Ak

Now since at least one of the numbers ¢; must be nonzero, we obtain \;, = \;, which
is a contradiction. Thus, first assertion proved, and the second assertion follows it. Il

In order to reach now to more advanced results, based on the above, we can use the
characteristic polynomial, which appears in the following way:

PROPOSITION 1.6. Given a matriz A € My (R), consider its characteristic polynomial:
P(z) = det(A — zly)
The eigenvalues of A are then the roots of P. Also, we have the inequality
dim(E)) < my
where my s the multiplicity of A, as root of P.

PRroOF. The first assertion follows from the following computation, using the fact that
a linear map is bijective when the determinant of the associated matrix is nonzero:

v, Av = v <<= Fu,(A-Alpy)v=0
< det(A—Aly)=0
Regarding now the second assertion, given an eigenvalue A of our matrix A, consider
the dimension dy = dim(F)) of the corresponding eigenspace. By changing the basis of

RY, as for the eigenspace E) to be spanned by the first dy basis elements, our matrix
becomes as follows, with B being a certain smaller matrix:

Mg, 0
(% 5)
We conclude that the characteristic polynomial of A is of the following form:
PA = PAld)\PB = ()\—l’)d)‘PB

Thus the multiplicity m, of our eigenvalue A, as a root of P, satisfies m, > d,, and
this leads to the conclusion in the statement. U
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It is convenient now to regard A € My(R) as a complex matrix, A € My(C), as for
its characteristic polynomial P to have roots. We are led in this way to:

THEOREM 1.7. Given a matriz A € My(C), consider its characteristic polynomial
P(X) =det(A— X1n)
then factorize this polynomial, by computing the complex roots, with multiplicities,
P(X) = (—)¥(X = A" (X = A
and finally compute the corresponding eigenspaces, for each eigenvalue found:
b, = {v € CN‘A’U = )\iv}
The dimensions of these eigenspaces satisfy then the following inequalities,
dim(E;) < n;
and A is diagonalizable precisely when we have equality for any i.

PrOOF. This follows by combining Propositions 1.5 and 1.6, or rather their complex
version, whose proofs are identical to those in the real case. Indeed, by summing the
inequalities dim(F)) < m, from Proposition 1.6, we obtain an inequality as follows:

A A

On the other hand, we know from Proposition 1.5 that our matrix is diagonalizable
when we have global equality. Thus, we are led to the conclusion in the statement. U

In practice, diagonalizing a matrix remains something quite complicated. Let us record
as well a useful algorithmic version of the above result, as follows:

THEOREM 1.8. The square matrices A € My(C) can be diagonalized as follows:

(1) Compute the characteristic polynomial.

(2) Factorize the characteristic polynomial.

(3) Compute the eigenvectors, for each eigenvalue found.
(4) If there are no N eigenvectors, A is not diagonalizable.
(5) Otherwise, A is diagonalizable, A= PDP™1L.

PrOOF. This is an informal reformulation of Theorem 1.7, with (4) referring to the
total number of linearly independent eigenvectors found in (3), and with A = PDP~! in
(5) being the usual diagonalization formula, with P, D being as before. O

As an illustration for this, which is a must-know computation, we have:
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PROPOSITION 1.9. The rotation of angle t € R in the plane diagonalizes as:

cost —sint) _ 1 /1 1Y\ e 0) (1 —i
sint cost ) 2\i —i 0 et)J\1 4
Qwver the reals this is impossible, unless t = 0,7, where the rotation is diagonal.

PrOOF. Observe first that, as indicated, unlike we are in the case t = 0, w, where our
rotation is £1,, our rotation is a “true” rotation, having no eigenvectors in the plane.
Fortunately the complex numbers come to the rescue, via the following computation:

cost —sint 1 cost —isint _afl
. = =e
sint  cost i icost +sint i

We have as well a second complex eigenvector, coming from:

cost —sint 1 cost +esint afl 1
. = =e
sint  cost —1 —icost +sint —1
Thus, we are led to the conclusion in the statement. Il

As another basic illustration, in N dimensions, we have the following result:

ProproOSITION 1.10. The all-one matrixz diagonalizes as follows,

N

1 0 i

1 ... 1

1 ... 1 0

with Fy = (w");; with w = e2™/N being the Fourier matriz.

PrROOF. The all-one matrix being N times the projection on the all-one vector, the
diagonal form is the one in the statement. In order to find now the explicit diagonalization
formula, with passage matrix and its inverse, we must solve the following equation:

And this is not an easy task, if we want a nice basis for the space of solutions. Fortu-
nately, the complex numbers come to the rescue, via the following formula:

N-1
E wks = N5N|s
k=0

But this leads, after some thinking, to the conclusion in the statement. O

Getting back now to general theory, given a complex matrix A € My(C), let us
construct its adjoint matrix A* € My (C) by the following formula:

(A%)ij = Aji

With this convention, we have the following advanced result:
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THEOREM 1.11. The following happen, regarding the matrices A € My(C):

(1) The self-adjoint matrices, A = A*, are diagonalizable.
(2) The unitary matrices, A* = A™1, are diagonalizable too.
(3) In fact, the normal matrices, AA* = A*A, are diagonalizable.

Moreover, the commuting families of normal matrices are jointly diagonalizable.

PRrooOF. This is something more advanced, the idea being as follows:

(1) This generalizes the fact, that you probably know from basic linear algebra, that
any symmetric matrix A € My(R) is diagonalizable. And with the proof being similar.

(2) This is certainly something complex number specific, for instance in view of Propo-
sition 1.9. However, the proof is quite routine, coming as a variation of (1).

(3) This is a joint generalization of (1) and (2), the matrices appearing there being
normal, and for the proof here, we refer to any advanced linear algebra book.

(4) As for the last assertion, again we refer here to any advanced linear algebra book.
Alternatively, you can consult any introductory operator theory book. U

As a last general linear algebra result, that you should know too, we have:

THEOREM 1.12. Given a matric A € My (C), the following happen:

(1) A*A being positive, we can extract its square root |A| = vV A*A.
(2) When A is invertible, we have A = U|A|, with U being a unitary.
(3) In general, we still have A = U|A|, with U being a partial isometry.

PROOF. Again, this is something more advanced, the idea being as follows:

(1) The matrix A*A being self-adjoint, and with positive eigenvalues, with this coming
from < A*Az,x >= ||Az||?, our claim follows from Theorem 1.11 (1), by diagonalizing
this matrix, and then taking the square roots of all eigenvalues.

(2) According to our definition of the modulus, namely |A| = v/A*A, we have:
< |Alz,|Aly >=< z, |APy >=< 2, A*Ay >=< Az, Ay >
We conclude that the following linear map is well-defined, and isometric:
U:Im|Al — Im(A) , |Alz — Az
But with A assumed to be invertible, U is a unitary, and A = U|A]|, as desired.

(3) Getting back to the linear isometric map U constructed in (2), we can extend this
map into a partial isometry U : CV — C¥, in a straightforward way, by setting:

Ur=0 , VaclIm|A”*
And the point is that, with this convention, we have again A = U|A|, as desired. [
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Back now to Theorem 1.7 and basics, at the level of examples of diagonalizable ma-
trices, we have the following result, providing us with the “generic” examples:

THEOREM 1.13. For a matriz A € My(C) the following conditions are equivalent,

1) The eigenvalues are different, A\; # A,

2) The characteristic polynomial P has simple roots,
3) The characteristic polynomial satisfies (P, P') =1,
4) The resultant of P, P' is nonzero, R(P, P") # 0,
(5) The discriminant of P is nonzero, A(P) # 0,

and in this case, the matriz is diagonalizable.

(
(
(
(

PROOF. The last assertion holds indeed, due to Theorem 1.7. As for the equivalences
in the statement, these are all standard, coming from the theory of the resultant R and
discriminant A, that you can find if needed in any advanced linear algebra book. O

As already mentioned above, one can prove that the matrices having distinct eigenval-
ues are “generic”, so that Theorem 1.13 basically captures the whole situation. We have
in fact the following collection of density results, which are quite advanced:

THEOREM 1.14. The following happen, inside My(C):
(1) The invertible matrices are dense.

2) The matrices having distinct eigenvalues are dense.
g g
(3) The diagonalizable matrices are dense.

PROOF. These are quite advanced results, which can be proved as follows:

(1) This is clear, intuitively speaking, because the invertible matrices are given by the
condition det A # 0. Thus, the set formed by these matrices appears as the complement
of the hypersurface det A = 0, and so must be dense inside My (C), as claimed.

(2) Here we can use a similar argument, this time by saying that the set formed by
the matrices having distinct eigenvalues appears as the complement of the hypersurface
given by A(P4) = 0, and so must be dense inside My (C), as claimed.

(3) This follows from (2), via the fact that the matrices having distinct eigenvalues are
diagonalizable, that we know from Theorem 1.13. There are of course some other proofs
as well, for instance by putting the matrix in Jordan form. U

As an application of the above results, and of our methods in general, we have:

PRrOPOSITION 1.15. The following happen:

(1) We have Pag = Pga, for any two matrices A, B € My(C).
(2) AB, BA have the same eigenvalues, with the same multiplicities.
(3) If A has eigenvalues Ay, ..., An, then f(A) has eigenvalues f(A\1), ..., f(An).
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PROOF. These results can be deduced by using Theorem 1.14, as follows:

(1) It follows from definitions that the characteristic polynomial is invariant under
conjugation, Po = P4ca-1. Now observe that, when A is invertible, we have:

AB = A(BA)A™!
Thus, the result holds when A is invertible, and by density, we have it everywhere.

(2) This is a reformulation of (1), which is quite hard to prove with bare hands, coming
from the fact that P encodes the eigenvalues, with multiplicities.

(3) This is something more advanced, clear for the diagonal or diagonalizable matrices,
and then for all matrices, provided that f has suitable regularity properties. U

Let us go back now to the main problem raised by the diagonalization procedure,
namely the computation of the roots of characteristic polynomials. We have here:

THEOREM 1.16. The complez eigenvalues of a matriz A € Mn(C), counted with mul-
tiplicities, have the following properties:
(1) Their sum is the trace.
(2) Their product is the determinant.
ProoOF. Consider indeed the characteristic polynomial P of the matrix:
P(X) = det(A— X1y)
= ()XY 4 (DN (A XY 4 4 det(A)
We can factorize this polynomial, by using its N complex roots, and we obtain:

P(X) = (D)X =A)... (X =)

_ (_1)NXN + (_1)N71 (Z )\i) XN-14 4 H)‘i

Thus, we are led to the conclusion in the statement. Il
Regarding now the intermediate terms, we have here:

THEOREM 1.17. Assume that A € My(C) has eigenvalues Ay, ..., An € C, counted
with multiplicities. The basic symmetric functions of these eigenvalues, namely

Cr = E >\i1 c )\lk
11 <...<ip

are then given by the fact that the characteristic polynomial of the matriz is
N
P(X) = (~1)V Y (-1t
k=0
and all symmetric functions of the eigenvalues are polynomials in these coefficients cy.
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PrROOF. These results, which are all very standard, can be proved indeed by doing
some algebraic study, that we will leave here as an instructive exercise. O

And with this, good news, done with the linear algebra that we should now. We have
now a good understanding of the linear maps f : RY — RM  and we will make a heavy
use of this material, when investigating the arbitrary functions f : RY — RM,

1b. Continuity basics

Let us turn now to the arbitrary functions f : RV — RM. As a first job here, we
would like to talk about the continuity of such functions, and extend to this setting the
basic results from one-variable calculus. For this purpose, it is most convenient to use the
advanced approach to continuity, using open and closed sets. Let us start with:

PROPOSITION 1.18. We can talk about open and closed sets in RN, in the obvious
way, exactly as we do it in R, and the following happen:

(1) Open balls are open, closed balls are closed.

(2) Union of open sets is open, intersection of closed sets is closed.

(3) Finite intersection of open sets is open, finite union of closed sets is closed.
(4) The open sets are exactly the complements of closed sets.

PRrooOF. This is obviously something quite informal, the idea being as follows:

(1) This is something which is obvious.

(2) Again, something clear, and a good exercise for you.

(3) Another good exercise, and think at some related counterexamples too.

(4) Exercise too, provided that you didn’t use this as definition, for open or closed. [
Getting now to the functions, we have the following result about them:

THEOREM 1.19. Given a function f : RN — RM | the following are equivalent:

(1) f is continuous.
(2) If O is open, then f~1(O) is open.
(3) If C is closed, then f~(C) is closed.

PrOOF. This is indeed something very standard, with (1) <= (2) coming from
definitions, and with (2) <= (3) coming from Proposition 1.18 (4). O

Regarding now the compact and connected sets, their basic theory is as follows:

PROPOSITION 1.20. We can talk about compact and connected sets in RN, in the
obvious way, exactly as we do it in R, and the following happen:

(1) Compact is the same as being closed and bounded.
(2) Convex = path connected = connected.
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Proor. This is something more subtle, the idea being as follows:

(1) Let us call indeed K C RY compact when any open cover K C U;O; has a finite
subcover. It is clear then, by using suitable covers, exactly as in the 1-dimensional case,
that K must be closed, and bounded as well. As for the converse, this follows again as
in the 1-dimensional case, with the main ingredient here, which again can be proved by
using a suitable cover, being the fact that the unit cube is indeed compact.

(2) Let us call indeed E C RY connected when it is not possible to split it into two
parts, that is, when it is not possible to have F C A U B, with A, B open. It is then
clear that if F/ is path connected, then it must be connected, because when assuming
E c AU B with A, B open, we cannot have any path from a € A to b € B. O

Getting now to the functions, we have the following result about them:

THEOREM 1.21. Assuming that f : RN — RM is continuous:
(1) If K is compact, then f(K) is compact.
(2) If E is connected, then f(E) is connected.

PROOF. This is indeed something very standard, with (1) coming from the definition
of compactness, and with (2) coming from the definition of connectedness. O

Getting now to what we really wanted to say about continuous functions, intermediate
value theorem, this is (2) above, so let us have this highlighted, as follows:

THEOREM 1.22 (Intermediate values). Assuming that a function
f: X —>RM
with X C RY s continuous, if the domain X is connected, so is its image f(X).

PROOF. We have already stated this in Theorem 1.21 (2), but let us see now how the
detailed proof goes as well. Assume by contradiction that f(X) is not connected, which
in practice means that we can find two disjoint open sets A, B such that:

f(X)CAUB
By taking inverse images, we obtain from this a disjoint union as follows:
X C f (AU F(B)

Now since inverse image of an open set is open, wich this being something which is
clear from definitions, both the above sets f~!(A) and f~(B) are open. Thus we have
managed to split X into two parts, contradicting its connectivity, as desired. Il

At a more advanced level now, we have the following key result:
THEOREM 1.23 (Heine, Cantor). Any continuous real function
f: X—=R

with X C RN compact is automatically uniformly continuous.
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Proor. This is something quite standard, the idea being as follows:

(1) Given € > 0, for any z € X we know that we have a §, > 0 such that:
€

2

So, consider the following open balls, centered at the various points x € X:

O
= (3)

These open balls then obviously cover X, in the sense that we have:

xclJu

zeX

lz =yll <do = [f(z) = fly)| <

(2) But, we know that X is compact. So, consider a finite subcover of this cover:
xclJu.,
i

With this done, consider the following number, which is strictly positive:

T

0 = min
7

Now assume ||z — y|| < 0, and pick ¢ such that x € U,,. By the triangle inequality
we have then ||z; — y|| < 0,,, which shows that we have y € U,, as well. But by applying
now f, this gives as desired |f(z) — f(y)| < €, again via the triangle inequality. OJ

So long for the continuity basics. We will be back with more, when needed.

1c. First derivatives

Getting now to more advanced analysis, let us discuss the differentiability in several
variables. At order 1, the situation is quite simple, as follows:

THEOREM 1.24. The derivative of a function f : RN — R making the formula

flz+1t) = f(z) + fl(a)t

work, must be the matrixz of partial derivatives at x, namely

i) = (o @)M & Maps(R)

dl’j

acting on the vectors t € RN by usual multiplication.
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PROOF. As a first observation, the formula in the statement makes sense indeed, as
an equality, or rather approximation, of vectors in R, as follows:

d d
r1+ 1t x dixll(x) . %(55) 1
/ : ~fl ]+ : : :
d df s
.TN—FtN N %(:C) dfﬁ—%(l‘) lfN

In order to prove now this formula, we can proceed by recurrence, as follows:

(1) First of all, at N = M = 1 what we have is a usual 1-variable function f: R — R,
and the formula in the statement is something that we know well, namely:

flz+1) ~ f(z) + f(2)t
(2) Let us discuss now the case N = 2, M = 1. Here what we have is a function
f:R? - R, and by using twice the basic approximation result from (1), we obtain:

f(x1+t1) ~ f(x1+t1)+i(x)t2

Ty + 1o To dxs

~ f(“’l) + Wyt + Py,

T2 d.I‘l d(L’g

) (e o))

(3) More generally, we can deal in this way with the case N € N, M = 1, by recurrence.
But this gives the result in the general case N, M € N too. Indeed, let us write:

fi
f=1:
fm
We can apply our result to each of the components f; : RY — R, and we get:
1+ 1 T t1
o Eal (e W)
Ty +1In TN tn

But this is precisely what we want, at the level of the global map f: RY — RM, [
As a technical complement to the above result, we have:

THEOREM 1.25. For a function f: X — RM with X C RY, the following conditions
are equivalent, and in this case we say that f is continuously differentiable:

(1) f is differentiable, and the map x — f'(x) is continuous.
(2) f has partial derivatives, which are continuous with respect to x € X.

If these conditions are satisfied, f'(x) is the matriz fomed by the partial derivatives at x.
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PRrOOF. We already know, from Theorem 1.24, that the last assertion holds. Regard-
ing now the proof of the equivalence, this goes as follows:

(1) = (2) Assuming that f is differentiable, we know from Theorem 1.24 that f’(z)
is the matrix fomed by the partial derivatives at x. Thus, for any z,y € X:

&, () — il () = (@) — f' W)

d(L’j dl’j
By applying now the absolute value, we obtain from this the following estimate:

) = W] = 17— S
= |(f'(x) = f'(¥))l
< [If'(@) = f' Wl
But this gives the result, because if the map = — f’(x) is assumed to be continuous,
then the partial derivatives follow to be continuous with respect to x € X.

(2) = (1) This is something more technical. For simplicity, let us assume M = 1,
the proof in general being similar. Given x € X and € > 0, let us pick » > 0 such that
the ball B = B,(r) belongs to X, and such that the following happens, over B:

df df €
@(I) - E(y) SN

Our claim is that, with this choice made, we have the following estimate, for any
t € RY satisfying ||t|| < r, with A being the vector of partial derivatives at x:

[f(z+1) = flz) — At] < e][t]]

In order to prove this claim, the idea will be that of suitably applying the mean value
theorem, over the N directions of RY. Indeed, consider the following vectors:

1]

®) _ |tk
t 0

0

In terms of these vectors, we have the following formula:

flz+1t)— f(z) = Z Fl@+tD) — f(z+tUD)
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Also, the mean value theorem gives a formula as follows, with s; € [0, 1]:
) . d ) .
fla+tD) — flx+ 0Dy = —f(a: + 5t 4+ (1 — s,)tU71) - ¢
Lj
But, according to our assumption on r > 0 from the beginning, the derivative on the
right dlffers from ( ) by something which is smaller than ¢/N:

df o df €
1) 1— g )00y - =
Lo sit 4 (1= s ) = L) < 1

Now by putting everything together, we obtain the following estimate:
N

. ‘ d
flat8) = fla) = At = |3 fla+19) = fa+197) = D),
=1 dl‘j
N df
0y — G=Dy _ (). .
< Y|t~ Sl ) = e,
N
=D cl (x5t + (1= sy)tV) -ty — i(ﬂﬁ) -t
— ZL’j d[[’j
7j=1
N
df _ df
= —(x+s; 19 4 (1 )t(J 1)) ——(x)| - |t;]
Zl dx; I J dx; I
N
< Z ~ * Iti]
< é‘HtH
Thus we have proved our claim, and this gives the result. Il

Moving on, with this done, our task will be that of extending to several variables our
basic results from one-variable calculus. As a standard result here, we have:

THEOREM 1.26. We have the chain derivative formula
(fog)(z)=f'(9(x)) - d'(z)
as an equality of matrices.

ProoOF. This is something standard in one variable, and in several variables the proof
is similar, by using the abstract notion of derivative coming from Theorem 1.24. To be
more precise, consider a composition of functions, as follows:

f:RYSRM | ¢g:RESRY | fog:RFE 5 RM
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According to Theorem 1.24, the derivatives of these functions are certain linear maps,
corresponding to certain rectangular matrices, as follows:

fg(z)) € Myxn(R) , ¢'(z) € Myxx(R) (fog)(x) € Myxk(R)
Thus, our formula makes sense indeed. As for proof, this comes from:
(feog)z+t) = [flg(z+1))
~ [f(g(x) + g'()t)
~ f(g(z)) + f'(9(x))g (x)t
Thus, we are led to the conclusion in the statement. O

As a standard application of the above chain rule differentiation result, generalizing
some basic things that we know from one-variable calculus, we have:

THEOREM 1.27. Assuming that f : X — RM is differentiable, with X C RY being
convex, we have the estimate

1f () = FW)Il < Mz =yl
for any x,y € X, where the quantity on the right is given by:

M = sup || ()]
zeX
Moreover, this estimate can be sharp, for instance for the linear functions.

Proo¥r. This is something quite tricky, which in several variables cannot be proved
with bare hands. However, we can get it by using our chain derivative formula. Consider
indeed the path 7 : [0,1] — R given by the following formula:

V(t) =to+ (1 —t)y
Now let us set g(t) = f(7v(t)). We have then, according to the chain rule formula:
gty = ) @)
f®))(x —y)
But this gives the following estimate, with M > 0 being as in the statement:
g O < [ QI 1z =yl
< Mllz -yl
Now by using one-variable results that we know, we obtain from this:
[lg(1) = gO)I| < [[M]] - [l = yl]
But since we have g(1) = f(x),g(0) = f(y), this gives the formula in the statement.

Finally, the last assertion is clear. U

As a conclusion to this, we have extended to the case of vector functions most of what
we know about the one-variable functions, at the general level, of basic calculus.
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1d. Second derivatives

Moving on, we can talk as well about higher derivatives, simply by performing the
operation of taking derivatives recursively. As a first result here, we have:
THEOREM 1.28. The double derivatives of a function f : R? — R satisfy
f  df
dedy — dydx

called Clairaut formula.
Proor. This is something very standard, the idea being as follows:

(1) Before pulling out a formal proof, as an intuitive justification for our formula, let
us consider a product of power functions, f(z) = zPy?. We have then:

d*f d (dxpyq) d

= (qzPy®™") = pga? 'y

dxdy T d dy
d*f d (dxPy? d _ 1 g—
dydx - dy < dz ) - dy (px” lyq) = par Y

Next, let us consider a linear combination of power functions, f(z) = qu Cpg TPy,
which can be finite or not. We have then, by using the above computation:
cf _ d*f 1
= = C xp_ q_l
dedy  dydx % pald 4

Thus, we can see that our commutation formula for derivatives holds indeed, and this
due to the fact that the functions in x and y commute. Of course, this does not prove
our formula, in general. But exercise for you, to have this idea fully working.

(2) Getting now to more standard techniques, given a point in the plane, z = (a,b),
consider the following functions, depending on h, k € R small:

u(h,k) = f(a+h,b+ k) — f(a+ h,b)
v(h,k) = fla+h,b+ k) — f(a,b+ k)
w(h,k) = fla+h,b+k)— f(a+ h,b) — f(a,b+ k) + f(a,b)
By the mean value theorem, for h, k # 0 we can find «, 5 € R such that:
w(h,k) = wu(h, k) —u(0,k)

d
= h-%u(ah,k)
= h if( + hb+k)—if( + ah, b)
= dr a an, dr a an,
= hk-i-if(a+ah,b+ﬁk)

dy dz
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Similarly, again for h, k # 0, we can find 7, € R such that:
w(h,k) = wv(h,k)—v(h,0)

d
= k(L s b+ k) — L Fayb+ o)
N dy ’ dy
d d

Now by dividing everything by hk # 0, we conclude from this that the following
equality holds, with the numbers «, 3,7,6 € R being found as above:

d d d d
— = h,b k)=— — h,b+ 0k

But with h, k — 0 we get from this the Clairaut formula, at z = (a, ), as desired. [
In arbitrary dimensions now, we have the following result:

THEOREM 1.29. Given f : RY = R, we can talk about its higher derivatives,
drf d d

provided that these derivatives exist indeed. Moreover, due to the Clairaut formula,
d*f B d*f

dxidxj N dl']dl'l
the order in which these higher derivatives are computed is irrelevant.
PROOF. There are several things going on here, the idea being as follows:

(1) First of all, we can talk about the quantities in the statement, with the remark
however that at each step of our recursion, the corresponding partial derivative can exist
of not. We will say in what follows that our function is k£ times differentiable if the
quantities in the statement exist at any [ < k, and smooth, if this works with k = oc.

(2) Regarding now the second assertion, this is something more tricky. Let us first
recall from Theorem 1.28 that the second derivatives of a twice differentiable function of
two variables f : R? — R are subject to the Clairaut formula, namely:

&f &
dedy — dydx

(3) But this result clearly extends to our function f : RY — R, simply by ignoring
the unneeded variables, so we have the Clairaut formula in general, also called Schwarz
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formula, which is the one in the statement, namely:
d*f B d*f
dl’id]}j N d.T]dl'l
(4) Now observe that this tells us that the order in which the higher derivatives
are computed is irrelevant. That is, we can permute the order of our partial derivative
computations, and a standard way of doing this is by differentiating first with respect to

x1, as many times as needed, then with respect to x5, and so on. Thus, the collection of
partial derivatives can be written, in a more convenient form, as follows:

L T
da¥ . dahy - dah daky

(5) To be more precise, here k € N is as usual the global order of our derivatives,
the exponents ki,...,ky € N are subject to the condition &k + ... + kxy = k, and the
operations on the right are the familiar one-variable higher derivative operations.

(6) This being said, for certain tricky questions it is more convenient not to order the
indices, or rather to order them according to what order best fits our computation, so
what we have in the statement is the good formula, and (4-5) are mere remarks.

(7) And with the remark too that for trivial questions, what we have in the statement
is the good formula, simply because there are less indices to be written, when compared
to what we have to write when using the ordering procedure in (4-5) above. O

All this is very nice, and as an illustration, let us work out in detail the case k = 2.
Here things are quite special, and we can formulate the following definition:

DEFINITION 1.30. Given a twice differentiable function f : RY — R, we set

d2
f'w) = (dxglfx) g

which is a symmetric matriz, called Hessian matriz of f at the point v € RN .

To be more precise, we know that when f : RY — R is twice differentiable, its order
k = 2 partial derivatives are the numbers in the statement. Now since these numbers
naturally form a N x N matrix, the temptation is high to call this matrix f”(x), and so
we will do. And finally, we know from Clairaut that this matrix is symmetric:

f”(x)ij — f”(x)Jz
Observe that at N = 1 this is compatible with the usual definition of the second
derivative f”, because in this case, the 1 x 1 matrix from Definition 1.30 is:

[ (@) = (f"(x)) € Mixa(R)
As a word of warning, however, never use Definition 1.30 for functions f : RV — RM |
where the second derivative can only be something more complicated. Also, never attempt
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either to do something similar at k = 3 or higher, for functions f : RY — R with N > 1,
because again, that beast has too many indices, for being a true, honest matrix.

Back now to our usual business, approximation, we have the following result:
THEOREM 1.31. Given a twice differentiable function f : RN — R, we have

< f"(x)t,t >
fat )~ @) + P+ SO
where f"(x) € Mn(R) stands as usual for the Hessian matric.
ProoF. This is something more tricky, the idea being as follows:

(1) As a first observation, at N = 1 the Hessian matrix as constructed in Definition
1.30 is the 1 x 1 matrix having as entry the second derivative f”(x), and the formula in
the statement is something that we know well from basic calculus, namely:

f/l(x)tQ
2

flz+1) ~ f(z) + f'(2)t +

(2) In general now, this is in fact something which does not need a new proof, because
it follows from the one-variable formula above, applied to the restriction of f to the
following segment in RY, which can be regarded as being a one-variable interval:

I=lzx,z+1
To be more precise, let y € RY, and consider the following function, with r € R:
g(r) = flz +ry)

We know from (1) that the Taylor formula for g, at the point r = 0, reads:

g//(O)’/’2
2

g(r) = g(0) + ¢'(0)r +
And our claim is that, with ¢ = ry, this is precisely the formula in the statement.

(3) So, let us see if our claim is correct. By using the chain rule, we have the following
formula, with on the right, as usual, a row vector multiplied by a column vector:

g(r)=f(x+ry) -y
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By using again the chain rule, we can compute the second derivative as well:

g"(r) = (flz+ry)-y)

d’f d(z + ry);

= < fz+ry)y,y>

(4) Time now to conclude. We know that we have ¢g(r) = f(z + ry), and according to
our various computations above, we have the following formulae:

9(0)=f(x) , J0O)=[f(=) . ¢"0)=<[f")y,y>

Buit with this data in hand, the usual Taylor formula for our one variable function g,
at order 2, at the point » = 0, takes the following form, with t = ry:

flx+ry) ~ f(z)+ f(z)ry+ < f”(iv)g,y > r?

= @)+ fap STEEZ

Thus, we have obtained the formula in the statement.

(5) Finally, for completness, let us record as well a more numeric formulation of what
we found. According to our usual rules for matrix calculus, what we found is:

Ha+t) = +Zd szxda:

=1 j=
Observe that, since the Hessian matrix f”(z) is symmetric, most of the terms on the
right will appear in pairs, making it clear what the 1/2 is there for, namely avoiding
redundancies. However, this is only true for the off-diagonal terms, so instead of further
messing up our numeric formula above, we will just leave it like this. U

As in the one variable case, the Taylor formula is useful for computing the local
extrema of the function. Indeed, let us first look at the order 1 formula, namely:

fle+1t) = f(z) + f'(x)t

It is clear then, exactly as in the one-variable case, that in order to have a local
extremum, we must have f'(z) = 0. Next, assuming that this holds, let us look at the
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order 2 Taylor formula, which in the case f'(x) = 0 takes the following form:

flot 1) =~ fa) + SO

We conclude from this, again as in the one-variable case, that when f”(x) > 0, with
this meaning that the symmetric matrix f”(z) € My(R) must be strictly positive, we
have a local minimum, and that when f”(z) < 0, we have a local maximum.

At higher order now, things become more complicated, as follows:

THEOREM 1.32. Given an order k differentiable function f : RN — R, we have

< f"(x)t,t >
flo 1) = fla) + floy s SN2
and this helps in identifying the local extrema, when f'(x) =0 and f"(z) = 0.

PrROOF. The study here is very similar to that at £k = 2, from the proof of Theorem
1.31, with everything coming from the usual Taylor formula, applied on:

I =[x,z +1

Thus, it is pretty much clear that we are led to the conclusion in the statement. We
will leave some study here as an instructive exercise. U

le. Exercises
This was a standard multivariable calculus chapter, and as exercises, we have:
EXERCISE 1.33. Clarify the details, in the diagonalization of the all-one matrix.
EXERCISE 1.34. Learn the spectral theorem, in its various forms mentioned above.
EXERCISE 1.35. Learn about the resultant and discriminant of polynomaials.
EXERCISE 1.36. Learn more about the positive matrices, and their properties.
EXERCISE 1.37. Clarify what we said, in relation with open and closed sets.
EXERCISE 1.38. Clarify also what we said about compact and connected sets.
EXERCISE 1.39. Learn some other formulations of the chain rule formula.
EXERCISE 1.40. Work out the multivariable Taylor formula at arbitrary order.

As bonus exercise, read more linear algebra, as much as you can. All good learning.



CHAPTER 2

Integration theory

2a. Measure theory

With the derivatives of the functions f : RY — R™ understood, time now to discuss
the integrals. Obviously, the integral of a function f : RY — R can only be the vector
of RM formed by the integrals of its components f; : RY — R, so in order to construct
the integral, we can assume M = 1. Thus, we are led to the following question:

QUESTION 2.1. How to integrate the functions f : RN — R,
f—= | flz)dz
RN

in analogy with what we know about integrating functions f : R — R?

In answer, and taking N = 2 for simplifying, I bet that your answer would be that we
can define the multivariable integral by iterating, as follows:

[ stz = [ [ fGeydody

Which looks fine, at a first glance, but there is in fact a bug, with this. Indeed,
assuming so, we would have by symmetry the following formula too:

[ 1= [ [ s

Thus, and forgetting now about what we wanted to do, we can see that our method
is based on the Fubini formula, stating that we must have:

/R /R F (@, y)dudy = /R /R F (@, y)dyda

But, you might already know from calculus that Fubini does not always work, with
the counterexamples being not very difficult to construct, as follows:

THEOREM 2.2. The Fubini formula, namely

/R /R F (@, y)dady = /R /R F(@, y)dyda

can fail, for certain suitably chosen functions.

33
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PrROOF. We have indeed the following computation:

1 T 1
_dzdy = = |4
// $2+?/ v /0{I2+92]0 Y
L |
- d
/01+y2 Y

7

4

On the other hand, by using this, and symmetry, we have as well:

1 1 2 2
y-—x —?J
—  dydzx = dd
/0/0<x2+y2>2“ // (@2 1 g2 Y
— dd
// x2+y He

4
Thus Fubini can fail for certain functions, as said in the statement. U

Summarizing, our method does not work. Which can be regarded as good news for us
mathematicians, time now to get into some action, show our skills, and fix all this. Let
us start with the following abstract definition, which is something very general:

DEFINITION 2.3. An abstract measured space is a set X, given with a set of subsets
M C P(X), called measurable sets, which form an algebra, in the sense that:

(1) 0, X € M.
(2) Ee M = E°€ M.

(3) M is stable under countable unions and intersections.

Obviously, this is something quite abstract. If the last axiom, (3), is only satisfied for
the finite unions and intersections, we say that M C P(X) is a finite algebra. Getting
now to the concrete examples of abstract measured spaces, we have:

DEFINITION 2.4. Any metric space X is automatically an abstract measured space,
with the algebra of measurable sets being

B=0
that is, the smallest algebra containing the open sets, called Borel algebra of X.

Observe that the Borel sets include all open sets, all closed sets, as well as all countable
unions of closed sets, and all countable intersections of open sets. As an example here, in
the case X = R, with its usual topology, all kinds of intervals are Borel sets:

(a,b), [a,b], (a,b], [a,b) € B
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Indeed, the first interval is open, and the second one is closed, so these are certainly
Borel sets. As for the third and fourth intervals, these appear as countable unions of
closed intervals, or as countable intersections of open intervals, so they are Borel too.

Back to theory, we can talk about measurable functions, as follows:
DEFINITION 2.5. Given a measured space X, and a metric space Y, a function
f:X—=>Y
15 called measurable when it satisfies the following condition:
UeO = f1U)eM
When X comes with a measure, we also call such functions integrable.
We can talk as well about measures on measurable spaces, as follows:
DEFINITION 2.6. Given a measured space (X, M), a measure on it is a function
p: M — [0, 00]

which 1s countably additive, in the sense that we have

. (u E) -3 i)

for any countable family of disjoint measurable sets E; € M.

Time now to put everything together. We have the following result, which is stated a
bit informally, with some of the details being left to you, as an instructive exercise:

THEOREM 2.7. We can integrate the measurable functions f: X — R by setting

/X F(@)du(z) = sup /X o(2)du(x)

0<p<f

with sup over measurable step functions, then extend this by linearity.

Proor. This is something very standard, the idea being as follows:

(1) We can certainly integrate the step functions ¢ : X — R, by writing each such
function as a linear combination of characteristic functions, as follows:

Y= Z AiXE;

Indeed, with this formula in hand, we can integrate our function ¢, as follows:

/X P(a) du(w) = 3 ()
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The integral of step functions constructed in this way has then all the linearity and
positivity properties that you might expect, and behaves well with respect to limits.

(2) Next, consider an arbitrary measurable function f : X — [0, 00]. It is routine to
see, from definitions, that we can write this function as an increasing limit, as follows,
with 0 < 1 <y < ... < f, and with each ¢; being a measurable step function:

flz) = Tim @, (z)
But this suggests to define the integral of f by the formula in the statement, namely:
[ f@dnt) = sw [ p@yinto)
X 0<p<fJX
Indeed, we can see that the integral constructed in this way has all the linearity and

positivity properties that you might expect, and behaves well with respect to limits. [J

Good news, eventually, the above is all that we need, as abstract preliminaries. We
can now formulate the key result in general measure theory, as follows:

THEOREM 2.8 (Riesz). Any positive functional I : C.(X) — R comes by integrating
with respect to a certain measure on X,

1(f) = /X f(@)dp(z)

which has the following additional properties,

(1) u(K) < oo, for any K C X compact.
(2) u(E) =inf{u(U)|E C U open}, for any E measurable.
(3) u(E) =sup{u(K)|K C E compact}, for any E open, or of finite measure.

and which is unique with these properties, modulo the null sets.

Proor. This is something quite long and tricky, the idea being as follows:

(1) Let us first prove the uniqueness. Assuming that our measure p produces I, and
has the various properties in the statement, it is clear that p is uniquely determined by
its values on the compact sets K C X. Thus, we must show that given two measures
1, o as in the statement, and a compact set K C X, we have:

1 (K) = pa(K)

For this purpose, let us pick € > 0. By using the properties (1,3) in the statement, for
the measure s, we can find K C U open such that:

p2(U) < pa(K) + ¢
Next, using K C U, pick a continuous, compactly supported function f, such that:

xx < f<xv



2A. MEASURE THEORY 37

But, with this choice of f, we have the following computation:

p(K) < | fla)dp(x)

= [ [(@)dus(z)
< ()
< oK) +e

Thus py(K) < pe(K), and by interchanging p, 1o we have the reverse inequality as
well, so we obtain, as desired, p(K) = ua(K), proving the uniqueness statement.

(2) With this done, let us get now to the main part, and discuss the construction of
the algebra M, that we will choose to be saturated with respect to the null sets, and of
the measure p. What we have as data is a positive functional, as follows:

1:C(X) >R

We must first measure the Borel sets £ C X. And here, to start with, in order to
measure the open sets U C X, the formula is straightforward, namely:

p(U) = sup {I(f) f< XU}
Now observe that with this definition in hand, for the open sets, we have:
Uy CcUy = p(U) < p(Us)
We deduce that the following happens, for the open sets:
p(E) = inf {,u(U)‘E cU open}
But this can serve as the definition of u, for all the subsets £ C X.

(3) Regarding now the measurable sets, let us first consider the class N of subsets
E C X which are of finite measure, u(E) < oo, and satisfy the following condition:

p(E) = sup {M(K)‘K CFE compact}
Then, we can define the class of measurable sets M C P(X) as follows:
M = {E - X‘Em KeNVKCX compact}

Summarizing, done with definitions, and it remains now to prove that M is an algebra,
and that p is a measure on it, along with the other things claimed in the statement.

(4) In order to prove that u is indeed a measure, our first claim is that we have the
following inequality, for any two open sets Uy, Uy C X:

Uy UUs) < pu(Uy) + pu(Us)
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In order to prove this claim, choose an arbitrary function g : X — [0, 1], supported on
U; UUy. We can then find a certain partition of unity, f; + fo = 1 on the support of g,
and it follows that we have the following equality:

9= g+ fag
Now by applying our integration functional I, we obtain from this:

I(g) = I(fig+ f9)
= I(fig) +1(f29)
< w(Ur) + p(Us)
Now since this holds for any ¢g : X — [0, 1] as above, this proves our claim.

(5) Our second claim is that we have in fact, more generally, the following inequality,
valid for any family of subsets E, Es, E3, ... of our space X:

Indeed, this inequality trivially holds if u(FE;) = oo for some i, so we can assume
u(E;) < oo for any i. Now pick € > 0, and choose open sets U; D E; such that:

pU) < wlB) + 5

Consider also the union of these open sets U;, chosen as above:

i=1

Now pick an arbitrary function f : X — [0, 1], supported on this open set U. Since f
has compact support, we can find a certain integer n € N such that:

supp(f) c Uy U...UU,
Now by using what we found in (4), recursively, we obtain:
I(f) < wUU...ul,)
< )+ ..+ p(Us)

Z p(E;) + €
i=1
Since this holds for any f: X — [0,1] as above, we deduce that we have:

1 (UE) <puU) < Zu(Ei) +e

Now since the number € > 0 was arbitrary, this proves our claim.

IN
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(6) Our next claim, which proves in the assertion (1) in the theorem, is that any
compact set K C X is measurable, and that we have:

pu(K) < oo

In order to prove this claim, consider an arbitrary continuous function f : X — [0, 1]
satisfying f(z) = 1 on K, then pick o < 1, and consider the following open set:

Ua:{xeX‘f(x)>a}

We have then K C U,, and so ag < f, whenever a continuous function g : X — [0, 1]
is supported by U,. By using this, we obtain the following estimate:

wEK) < p(Us)
= sup {I(g)’g : X — [0, 1], supp(g) C Ua}
< o 'I(f)
Now with o — 1, we obtain from this the following estimate:
u(K) < I(f)
Thus pu(K) < oo, as claimed, and the fact that K is measurable is clear too.

(7) Our next claim, which improves what we found in (6), is that for any compact set
K C X we have in fact the following estimate:

u(K) :inf{](f)‘f:X% 0,1], f(z) =1 on K}

In order to prove this, let us go back to the proof of (6). We know from there that for
any continuous function f: X — [0, 1] satisfying f(x) =1 on K, as above, we have:

p(K) < I(f)
Now pick € > 0, and choose an open set U D K satisfying:
u(U) < p(K) +e
We can then find a compactly supported function f such that:
xx < f <xu
But this gives the following estimate, using the above inequality p(K) < I(f):

I(f) < wV)
< pu(K)+e
< I(f)+e

Now since the number € > 0 was arbitrary, this proves our claim.
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(8) Our claim now is that any open set U C X satisfies the following condition, that
we used in (3) in order to define the measurable sets:

u(U) = sup {M(K)‘K cU compact}
In order to prove this, pick an arbitrary number o« < p(U). We can then find a
continuous function f : X — [0, 1] supported on U, such that:
I(f) >«

Consider now the compact set K = supp(f). Then for any open set V' containing K
we have I(f) < p(V), and we deduce from this that we have:

I(f) < w(K)
In other words, given a < u(U), we have found a compact set K such that:
H(K) = o
Now since our number a < u(U) was arbitrary, this proves our claim.

(9) Getting now towards the proof of the additivity of our measure p, let us first prove
that for any two disjoint compact sets Ky, Ko C X, we have:

p(K1 U Ks) = p(Ky) 4 p(K2)

For this purpose, pick an arbitrary € > 0. We can then find a compactly supported
continuous function f : X — [0, 1] satisfying:

. 1 omn K1
J(w) = {0 on Ky

On the other hand, by using (7) we can find a compactly supported continuous function
g: X — [0, 1] satisfying g(z) = 1 on K; U Kj, such that:

I(g) < (K1 U K3) + ¢
By using this, and the linearity of I, we have the following estimate:
p(IEL) + p(Ks) < I(fg) +1(g — f9)
= I(g)
< WKy UKy)+e
Now since our number £ > 0 was arbitrary, this proves our claim, via (5).

(10) We are now in position of making a key verification, that of the additivity property
of our measure . To be more precise, our claim is that we have the following equality,
valid for any family of pairwise disjoint subsets F1, Fs, Ej3, ... of our space X:

I (U Ez) = ZM(Ei)
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In order to prove this, consider the union on the left, namely:

E:G@
=1

In the case pu(E) = oo our claim is proved by (5). So, assume u(E) < 0o, and pick an
arbitrary number £ > 0. We can then find compact sets K; C FE; such that:

5

pK) > u(Bi) = o

Now consider the following unions, which are compact sets too:
H,=K/U...UK,

By using the additivity formula that we found in (9), recursively, we obtain:

u(E) = p(Hy,) = ZM(Ki) > ZM(EZ) —¢

Now since our number £ > 0 was arbitrary, this proves our claim.

(11) Thus, additivity property proved, and with this in hand, the other assertions are
quite standard. In order to prove these, our first claim is that for any measurable set F
and any € > 0, there is a compact set K, and an open set U, satisfying:

KcEcCU , wU-K)<e

Indeed, in order to prove this claim, the first remark is that we can find indeed a
compact set K and an open set U, satisfying the following conditions:

KCECU . u(U)=75<p(B)<p(K)+ 5

Since the set U — K is open, by using (8) and then (10) we obtain:
p(U) = p(K) + p(U — K)
But with this, we can establish our inequality, as follows:
U = K) = p(U) — p(K) <e
(12) Our next claim is that if A, B are measurable, then so are the following sets:
A-B , AuB , ANB

In order to prove this, pick an arbitrary number € > 0. By using (11) we can find
certain compact sets K, H, and certain open sets U, V, satisfying:

KcAcU |, wU-K)<e

HcBcV , wV-H)<e
Now observe that we have the following inclusion:

A-BCU-HC(U-K)U(K-V)U(V - H)



42 2. INTEGRATION THEORY

By using now (5), we obtain from this the following estimate:
wA=B) < plU—K)+ (K —=V)+pV—H)
< e+ pu(K-V)+e
= u(K—-V)+2e

Now since K —V is a compact subset of A— B, we conclude that A — B is measurable,
as desired. Regarding now A U B, we can use here the following formula:

AUB=(A-B)UB

Indeed, by using (10) we obtain from this that A U B is measurable as well. Finally,
regarding A N B, we can use here the following formula:

ANB=A-(A-DB)
Thus A N B is measurable as well, and this finishes the proof of our claim.

(13) Our claim now is that the set M constructed in (3) is indeed an algebra, which
contains all Borel sets. In order to prove this, consider an arbitrary compact set K C X.
Given A € M, we can write A°N K as a difference of two sets in M, as follows:

ANK=K-(A-K)
Thus A°N K € M, and by using this, we conclude that we have:
AeM = A°e M

Next, let us look at unions. Assume A; € M, and consider their union:

1=1

With K C X being an arbitrary compact set, as above, set By = A; N K, and then
define recursively the following sets:
B,=(A,NK)—(BiU...UB,_1)

In terms of these sets B,,, we have the following formula:

ANK =B,
i=1
On the other hand, according to our definition of the sets B, and by using (12), we
have B,, € M. Thus, by using (10), we obtain A € M. Thus, we have proved that:

A, eM — U A, eM
i=1
Finally, if a subset C' C X is closed, then C'N K is compact, and so C' € M. Thus, as
claimed above, M is indeed an algebra, which contains all the Borel sets.
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(14) Our next claim, which together with what we found in (10) will prove that u is
indeed a measure on M, is that, in the context of our constructions in (3), the family N
constructed there consists precisely of the sets £ € M satisfying:

u(E) < oo

In order to prove this, let £ € N. By using (7) and (12) we deduce that we have
ENK € N for any compact set K C X, and we conclude from this that we have:

FeN — FeM

Conversely, assume that £ € M has finite measure, u(E) < oo. In order to prove
E € N, we pick a number € > 0. We can then find an open set U C X such that:

EcU , ulU) <o
Also, by (8) and (11) we can find a compact set K C X such that:
KcVv |, wU-K)<e
Now since F N K € N, we can find a compact set H C X such that:
HCENK |, pwENK)<uH)+e
Observe now that we have the following inclusion:
EC(ENK)U(U-K)
By using this, we obtain the following inequality:
wE) < p((ENK)U(U - K))
< wWENK)+plU - K)
< w(H)+2e
Thus E € N, which finishes the proof of our claim, and proves that p is a measure.

(15) Time now to get into the final verification, that of the following formula:

Mﬂzéﬂwmm

As a first observation, by taking real and imaginary parts, it is enough to prove this
for the real functions f. Moreover, and assuming now that f is real, by using f — —f,
in order to prove the above equality, it is enough to prove the following inequality:

HﬁSLﬂmM@

(16) So, let us prove now this latter inequality. For this purpose, let K C X be the
support of our function f, choose an interval containing the range, Im(f) C [a,b], pick
an arbitrary € > 0, and then numbers vy, . .., y, such that y; —y;_1 < &, and:

Y<a<yy <...<y,=2>b
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With this done, consider now the following sets:
Yi—1 < f(:c) < yz} NK

Since f is continuous, these are disjoint Borel sets, whose union is K. Thus, we can
find open sets U; C X, subject to the following conditions:

El-:{xeX

E,CU; , H(Ui)<ﬂ(Ei)+% . flx)<yi+eVrel;

Next, we can find certain continuous functions h; : X — [0, 1], with h; supported on
U;, such that the following equality holds, on K:

hi(z)+ ...+ hy(z) =1
By multiplying by f, we conclude that the following equality holds, on K:

f@) = I (2) f(x) + ... 4 ho(2) f(2)
On the other hand, by using (7), we have the following estimate:

p(K) <1 (Z hi) = Z I(h;)

Good news, with all these ingredients in hand, we can now finish. Since we have
hif < (y; + €)h;, and since y; — e < f(x) on E, we have the following estimate:

I(f) = ZI(M)

n

< Z(yz- +e)1(hs)
= Z(Ial +yi +e)I(hi) —|al Zf(hz')
< Z(|a| +y; +¢) (M(Ei) + %) = |alp(K)

=1
n

- Z(yZ —e)u(E;) + 2ep(K) + %Z(W +yite)

< /X F(@)dp() + ¢ 2u(K) + |a| + b+ <)

Now since £ > 0 was arbitrary, this finishes the proof of our latest claim, that is, of
the inequality in (15), and so finishes the proof of the present theorem. O



2B. LEBESGUE, FUBINI 45

2b. Lebesgue, Fubini

Good work that we did, in the above, and time now to enjoy what we learned. As a
first consequence of the Riesz theorem, we can now formulate, following Lebesgue:

THEOREM 2.9 (Lebesgue). We can measure all the Borel sets
ECR
and the corresponding integration theory extends the usual Riemann integral.

Proor. This follows indeed from Theorem 2.8, by using the Riemann integral, that
we know well from basic calculus, as the positive functional needed there:

f—>/Rf(x)d:U

Indeed, it follows from basic calculus that the Riemann integral satisfies indeed all
the needed properties in Theorem 2.8, and this gives the result. We will leave the various
verifications here, which are all elementary, as an instructive exercise. Il

In higher dimensions now, let us first formulate a general objective, as follows:
OBJECTIVE 2.10. We would like to measure all the Borel sets
ECRY

with the corresponding integration theory extending and clarifying the Riemann integral,
in several variables. Also, we would like to clarify the validity of the Fubini formula

/}R /R [ (@, y)dedy = /R /R f(z, y)dyda

in this formulation, in 2 variables, and in general N > 2 variables too.

Getting to work now, it is pretty much obvious that, in order to deal with this problem,
rigorously, it is better to forget everything that we know from multivariable calculus,
regarding the integration in several variables, and recreate everything from scratch.

So, here is our first result, using our abstract measure theory techniques:

PROPOSITION 2.11. Given a compactly supported function f : RY — C, if we set

1
I(f) = oNE Z f(x)
x€ZN /2K
with ZN /28 € RN being the points having as coordinates integer multiples of 1/2%, then
I(f) = lim I(f)
k—o00

converges, and f — I(f) satisfies the assumptions of the Riesz theorem.
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PROOF. In order to prove the first assertion, we can assume that our function is real,
f:RY — R. But then, we can use the fact that f is uniformly continuous, and this gives
the convergence in the statement. As for the second assertion, the fact that f — I(f)
satisfies indeed the assumptions of the Riesz theorem is clear from definitions. U

In view of the above, we can indeed apply the Riesz theorem. We obtain:

THEOREM 2.12 (Lebesgue). There is a unique regular, translation-invariant measure
on RN, normalized as for the volume of the unit cube to be 1. This measure is called
Lebesgque measure, and appears alternatively as the measure on the Borel sets

EFCR

whose corresponding integration theory extends the usual Riemann integral, as constructed
in Proposition 2.11, or equivalently, as in multivariable calculus.

PRrROOF. Obviously, many things going on here, and as a first remark, this fulfills
indeed our requirements from Objective 2.10, save for Fubini, that we will discuss later,
in the next chapter. In what regards the rest, the idea is as follows:

(1) We want to prove that the Lebesgue measure exists, and is unique, with the various
properties from the statement. But here, a bit of thinking shows that this measure can
only be the one coming from Proposition 2.11, via the Riesz theorem.

(2) So, let us go back to Proposition 2.11, which allows us to apply the Riesz theorem,
and apply indeed this Riesz theorem. We obtain in this way a certain regular Borel
measure on RV, that we have to prove to have the properties in the statement.

(3) But here, all the assertions follow from what we have in the Riesz theorem, and
we will leave the various verifications here as an instructive exercise. Il

Summarizing, we know how to integrate on RY. As a continuation of this, as a first
task, let us go back to the Fubini formula problematics. We have:

THEOREM 2.13 (Fubini, Tonelli). Given a function f : RN — R which is measurable
and integrable, in the sense that the following integral is finite,

[ s <o

we have the following equalities, for any decomposition N = Ni + Ny:

/ f(x,y)dydx —/ flx,y)dxdy = f(z)dz
RN JRN: RN

RN2 JRM1

Moreover, the same holds when f : RN — R is assumed positive, and measurable.
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PROOF. In this statement, which is something quite compact, the first assertion is
called Fubini theorem, and the second assertion is called Tonelli theorem. These two
theorems are related, and can be also subject to various minor improvements. In what
follows we will mostly focus on proving the Fubini theorem in its basic form, as stated.

(1) In order to prove the Fubini theorem, consider the vector space L consisting of the
functions f : RY — R which are measurable, and integrable:

{f ]RN—HR)/ |dz<oo}

Now fix a decomposition N = N; + N,, and consider the family F' C L of functions
f:RY — R which satisfy the formula in the statement, namely:

/ f(z,y)dydx —/ [z, y)dzdy = f(z)dz
RN1 JRN2 RN

RN2 JRM1

With this conventions, we want to prove that the inclusion F' C L is an equality.

(2) But this comes from the following sequence of observations, which all come from
definitions, and from the Lebesgue dominated convergence theorem:

— F' is stable under taking finite linear combinations.

— F is stable under taking pointwise limits of increasing sequences.

—1p € F, for any set of finite measure of type £ = E; x Ey C RV,

— 1p € F, for any open set of finite measure £ C RV,

~ 1p € F, for any countable intersection of open sets, of finite measure £ C RY.
~1g € F, for any set of null measure £ C RV,

— 1 € F, for any set of finite measure £ C RV,

Indeed, the proof of all these assertions, in the above precise order, is something quite
straightforward, and once we have the last assertion, the result follows, because we can
approximate any given function f € L by step functions, and we obtain f € F.

(3) Summarizing, Fubini proved, modulo some straightforward verifications left to
you, and the same goes with Tonelli, whose proof is quite routine, based on Fubini. [

As a conclusion, we know how to rigorously integrate on RY, and as a bonus, the
theory that we developed seems to have many follow-ups. More on this later.
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2c. Multiple integrals

Good news, time for some concrete mathematics. In the remainder of this chapter we
will be interested in the explicit computation of the integrals in RY. Also, we would like
to have more theory as well, such as a useful change of variable formula.

Let us start with some basics. In what regards the area of the circle, sure you know
that, but never too late to learn the truth about it, which is as follows:

THEOREM 2.14. The following two definitions of m are equivalent:

(1) The length of the unit circle is L = 2.
(2) The area of the unit disk is A = 7.

PROOF. In order to prove this theorem let us cut the unit disk as a pizza, into N
slices, and forgetting about gastronomy, leave aside the rounded parts:

VAVAN
N/ \/

The area to be eaten can be then computed as follows, where H is the height of the
slices, S is the length of their sides, and P = NS is the total length of the sides:

HS HP 1xL
2 2 2
Thus, with N — oo we obtain that we have A = L/2, as desired. Il

A=N x

As a second computation, the area of an ellipse can be computed as follows:
THEOREM 2.15. The area of an ellipse, given by the equation
N 2 Y\ 2
(a) b
with a,b > 0 being half the size of a box containing the ellipse, is A = wab.

PROOF. The idea is that of cutting the ellipse into vertical slices. First observe that,
according to our equation (z/a)? + (y/b)? = 1, the = coordinate can range as follows:

x € [—a,al

For any such z, the other coordinate y, satisfying (z/a)? + (y/b)? = 1, is given by:

/ 12
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We conclude that the area of the ellipse is given by the following formula:

a 2
A = 2b/ J1— 5 de
a a

1

= 4ab/ V1—y2dy
0

= mab

Finally, as a verification, for a = b = R we get A = 7R?, as we should. U

In what regards now the length of the ellipse, the “pizza” argument from the proof of
Theorem 2.14 does not work, and things here get fairly complicated, as follows:

FACT 2.16. The length of an ellipse, given by (x/a)* + (y/b)? =1, is

w/2
L:4/ \/a281n2t+bgcos2tdt
0
and with this integral being generically not computable.

To be more precise, the above formula can be deduced in the following way, and more
on such things later in this book, when systematically discussing the curves:

2
. ¢ (Y
/ \/dacost (dbsint)2
dt

= 4/ \/azsin2t+b%os2tdt
0

As for the last assertion, when a = b = R we get of course L = 27 R, as we should,
but in general, when a # b, there is no trick for computing the above integral.

Moving now to 3D, as an obvious challenge here, we can try to compute the area and
volume of the sphere, and more generally of the ellipsoids. We have here:

THEOREM 2.17. The volume of the unit sphere in R? is given by:
dm
V —
3
More generally, the volume of an ellipsoid, given by (x/a)* + (y/b)® + (z/c)? = 1, is:
4rabe
3

The area of the sphere is A = 4. For ellipsoids, the area is generically not computable.

V:
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PROOF. There are several things going on here, as follows:

(1) Let us first compute the volume of the ellipsoid, which at a = b = ¢ =1 will give
the volume of the unit sphere. The range of the first coordinate x is as follows:

x € [—a,al

Now when the first coordinate x is fixed, the other coordinates y, z vary on an ellipse,
given by the equation (y/b)? + (z/c)? =1 — (z/a)?, which can be written as follows:

(5 + () =2« oo Yo=Y

Thus, the vertical slice of our ellipsoid at = has area as follows:

Az) = nfy = rbe [1 - (gﬂ

We conclude that the volume of the ellipsoid is given, as claimed, by:

V = Wbc/_a1—<§>2dx

3 a
= mwbc {x — x_]

3a?
= mwbc (2a + 2_a>
3 3
_ Amabe
3

(2) Ata=b=c=1we get V =4r/3, and this gives the area of the unit sphere too,
because the “pizza” method from the proof of Theorem 2.14 applies, and gives:

A—3XV—3X4§_47T

(3) Finally, the last assertion is something quite informal, coming from Fact 2.16. O

In order to deal now with N dimensions, we will need the Wallis formula:

THEOREM 2.18 (Wallis). We have the following formulae,

/2 /2 (n) I
/ cos"tdt = / sin®tdt = (z)s _one
0 0 2 (n+ 1!

where e(n) =1 if n is even, and e(n) = 0 if n is odd, and where
mll=(m—1)(m—3)(m—2>5)...

with the product ending at 2 if m is odd, and ending at 1 if m is even.
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PROOF. Let us first compute the integral on the left in the statement:

/2
I, = / cos" tdt
0

We do this by partial integration. We have the following formula:

(cos"tsint) = ncos" 't(—sint)sint + cos" tcost
= ncos"t —ncos" 't +cos" Tt

= (n+1)cos"t —ncos" 't
By integrating between 0 and 7/2, we obtain the following formula:
(TL + 1)[n+1 = n]n_l

Thus we can compute [, by recurrence, and we obtain:

—1
[n - o ]n—2
n
_ n—l.n—3[n74
n n—2

n—1 n—3 n-—5

n n—Q'n—4

nl!

- —[7511
(n+ 1)l 1=

But Iy = § and I; = 1, so we get the result. As for the second formula, this follows from

the first one, with ¢ = 7 — s. Thus, we have proved both formulae in the statement. [

We can now compute the volumes of the N-dimensional spheres, as follows:

THEOREM 2.19. The volume of the unit sphere in RY is given by

v (z)[Nﬂ] oN

(N+ 1)l

with our usual convention NIl = (N —1)(N —3)(N —5)...
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PROOF. If we denote by Vy the volume of the unit sphere in RY, we have:
1
Ve — / (1= 22N Yy
-1
1
= QVN_l/ (1 —IQ)(N_l)/Zd.I
0
/2
= 2Vn_1 / (1 — sin? £)N=D/2 cos tdt
0

/2
= 2Vn_1 / cosN "t cos tdt
0

w/2
= 2VN_1/ cos™ tdt
0

Now by recurrence, and by using the formula in Theorem 2.18, we obtain:

/2 w/2 /2
Vy = 2V / cos™ tdt / cosN Tl edt ... / costdt
0 0 0

_ o (E>5(N)+5(N_1)+,..+5(1> NI ‘ (N —1)!! 1_”
2 (N + 1! NI T2l
7\ e(N)+e(N—1)+...+¢(1) 9N
- (3) B
o\ V2 2N
- &) wr
Thus, we are led to the formula in the statement. U

As main particular cases of the above formula, we have:

THEOREM 2.20. The volumes of the low-dimensional spheres are as follows:

(1) At N =1, the length of the unit interval is V = 2.
(2) At N =2, the area of the unit disk is V = m.
(3) At N = 3, the volume of the unit sphere is V = 4F

(4) At N =4, the volume of the corresponding unit sphere is V = %2

PROOF. Some of these results are well-known, but we can obtain all of them as par-
ticular cases of the general formula in Theorem 2.19, as follows:

(1) At N =1 we obtain V =12 =2.
(2) At N =2 we obtain V =
(3) At N = 3 we obtain V' =
(4) At N =4 we obtain V =

,Jkltlm w!:i m!:!
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Next, we can compute as well the volumes of general ellipsoids, as follows:

THEOREM 2.21. The volume of an arbitrary ellipsoid in RY , given by

X 2 X 2
(—1) +...+(—N) =1
a1 an

is V =uay...axVy, with V being the volume of the unit sphere in RY.

Proor. We already know this at N = 2,3, from Theorem 2.15 and Theorem 2.17,
and the proof in general is similar, by suitably adapting the proof for the sphere. We will
leave the computations here as an exercise, and we will come back to this in a moment,
with a more conceptual argument, based on Theorem 2.19, and a change of variables. [J

Finally, let us record as well the formula of the area of the sphere, as follows:

THEOREM 2.22. The area of the unit sphere in RY is given by:
m\ /2 2N
-(3) oo
In particular, at N = 2, 3,4 we obtain respectively A = 27, 4w, 272,

PROOF. As shown by the pizza argument from the proof of Theorem 2.14, which
extends to N dimensions, the area and volume of the sphere in RY are related by:

A=N-V
Together with the formula in Theorem 2.19 for V', this gives the result. U

Needless to say, in what regards the area of the general ellipsoids in RY, this is in
general not computable, as we already know well at N = 2, 3, from the above.

2d. Change of variables

Back to the general theory, what is still missing from our bag of tools is a useful change
of variable formula. Let us first recall that in one dimension we have:

PROPOSITION 2.23. We have the change of variable formula

b d
[ r@ae= [ st
where ¢ = o~ (a) and d = p~1(b).
PRrROOF. This follows with f = F”, from the following differentiation rule:

(Fo)'(t) = F'(p(t))¢'()
Indeed, by integrating between ¢ and d, we obtain the result. U

In several variables now, things are quite similar, the result being as follows:
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THEOREM 2.24. Given a transformation ¢ = (¢1,...,9nN), we have

= [ oo

with the J, quantity, called Jacobian, being given by

Jo(t) = det [(ZZ (@)J

and with this generalizing the usual formula from one variable calculus.

Proor. This is something quite tricky, the idea being as follows:

(1) Observe first that this generalizes indeed the change of variable formula in 1
dimension, from Proposition 2.23, the point here being that the absolute value on the
derivative appears as to compensate for the lack of explicit bounds for the integral.

(2) As a second observation, we can assume if we want, by linearity, that we are dealing
with the constant function f = 1. For this function, our formula reads:

vol(E) = / T(0))dt
e 1(E)
In terms of D = ¢~ !(F), this amounts in proving that we have:

vol(p(D)) = /D L, (0))dt

Now since this latter formula is additive with respect to D, it is enough to prove it
for small cubes D. And here, as a first remark, our formula is clear for the linear maps
v, by using the definition of the determinant of real matrices, as a signed volume.

(3) However, the extension of this to the case of non-linear maps ¢ is something which
looks non-trivial, so we will not follow this path, in what follows. So, while the above
f =1 discussion is certainly something nice, our theorem is still in need of a proof.

(4) In order to prove the theorem, as stated, let us rather focus on the transformations
used ¢, instead of the functions to be integrated f. Our first claim is that the validity of
the theorem is stable under taking compositions of such transformations ¢.

(5) In order to prove this claim, consider a composition, as follows:

w:E—>F |, v:D—E , gotp:D—F
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Assuming that the theorem holds for ¢, 1, we have the following computation:

Aﬂ@w::/f (5)|ds

=m/ow¢@M%AM®NWM&Wﬁ
:/fw D)o (£)|dt

Thus, our theorem holds as well for ¢ o1, and we have proved our claim.

(6) Next, as a key ingredient, let us examine the case where we are in N = 2 dimen-
sions, and our transformation ¢ has one of the following special forms:

oz, y) = Wz, y),y) , e,y =(z,¥(,y))

By symmetry, it is enough to deal with the first case. Here the Jacobian is d/dz, and
by replacing if needed 1) — —1), we can assume that this Jacobian is positive, di/dx > 0.
Now by assuming as before that D = ¢~!(FE) is a rectangle, D = [a,b] X [c,d], we can
prove our formula by using the change of variables in 1 dimension, as follows:

/Ef(s)ds = / f(x,y)dxdy
= //ay) (x,y)dzdy

://ﬂwmw%mw
:Aﬂwwmﬁ

(7) But with this, we can now prove the theorem, in N = 2 dimensions. Indeed, given
a transformation ¢ = (1, p2), consider the following two transformations:

oz, y) = (er(z,9).y)  U(x,y) = (z,0200  (x,y))

We have then ¢ = 1) o ¢, and by using (6) for 1, ¢, which are of the special form there,
and then (3) for composing, we conclude that the theorem holds for ¢, as desired.

(8) Thus, theorem proved in N = 2 dimensions, and the extension of the above proof
to arbitrary N dimensions is straightforward, that we will leave this as an exercise. [

And with this, good news, we have all the needed integration tools in our bag. To be
more precise, still missing would be an analogue of the fundamental theorem of calculus,
but in several variables this is something fairly complicated, to be discussed later.

As a basic application of our technology, we can recover Theorem 2.21, as follows:
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THEOREM 2.25. The volume of an arbitrary ellipsoid in RY, given by
2 2
(ﬂ) TR (I—N) =1
aq an
is V =ay...axVp, with Vy being the volume of the unit sphere in RY.

Proor. This is indeed something clear, with the change of variables x; = a;y;, whose
Jacobian is constant, J = a; ...ay. Thus, we are led to the formula in the statement. [J

We will see many other applications of the change of variable formula, in the next
chapter, by using polar coordinates in 2D, and spherical coordinates in general.

2e. Exercises
This was a standard chapter on integration, and as exercises, we have:
EXERCISE 2.26. Find some other counterexamples to Fubina.
EXERCISE 2.27. Clarify what we said, in relation with limits of step functions.
EXERCISE 2.28. Check the proof of Riesz, and add topology input where needed.
EXERCISE 2.29. Learn a bit about inner and outer regular measures.
EXERCISE 2.30. Fill in the details, in the proof of the Lebesque theorem for RYN.
EXERCISE 2.31. Fill in the details too, in the proof of Fubini and Tonelli.
EXERCISE 2.32. Do some computations of your own, for the length of the ellipse.
EXERCISE 2.33. Learn some other proofs of the change of variable theorem.

As bonus exercise, and no surprise here, learn measure theory, with full details.



CHAPTER 3

Spherical coordinates

3a. Polar coordinates

Time now do some exciting computations, with the technology that we have. In what
regards the applications of the change of variable formula, these often come via:

THEOREM 3.1. We have polar coordinates in 2 dimensions,

T = rcost
y = rsint
the corresponding Jacobian being J =r.

Proor. This is elementary, the Jacobian being:

d(r cost) d(r cost)
dr dt
J =
d(rsint) d(rsint)
dr dt
_ |cost —rsint
~ |sint  rcost
= rcos’t+ rsin®t
= r
Thus, we have indeed the formula in the statement. Il

We can now compute the Gauss integral, which is the best calculus formula ever:

THEOREM 3.2. We have the following formula,

/e‘xQdm =7
R

called Gauss integral formula.

57
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PROOF. Let I be the above integral. By using polar coordinates, we obtain:

I* = / / eV dudy
- / | e v
- 271'/0 (—‘2;) dr
- - (3]

= 7

Thus, we are led to the formula in the statement. U
As a main application of the Gauss formula, we can now formulate:

DEFINITION 3.3. The normal law of parameter 1 is the following measure:
1
g1 = \/ﬁ
More generally, the normal law of parameter t > 0 is the following measure:
1

e 2y

_ —x2/2t
g = —e "/
' V27t
These are also called Gaussian distributions, with “g” standing for Gauss.

Observe that the above laws have indeed mass 1, as they should. This follows indeed
from the Gauss formula, which gives, with x = /2t y:

/e‘x2/2tdx = e_y2x/2_tdy
R

R
T / e dy
R
= Vot x 7
= 2t

Generally speaking, the normal laws appear as bit everywhere, in real life. The reasons
behind this phenomenon come from the Central Limit Theorem (CLT), that we will
explain in a moment, after developing some general theory. As a first result, we have:

PROPOSITION 3.4. We have the variance formula

Vig)) =t
valid for any t > 0.
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PROOF. The first moment is 0, because our normal law ¢; is centered. As for the
second moment, this can be computed as follows:

1 2
My = x2e 2y
2 \ 27t /R

1 2 9.\’
= tx (—e’x /2t> dx
vV 2mt /R( )
1 2
= te v /Pdx
V2nt /R

=t
We conclude from this that the variance is V = My = t. ]

Here is another result, which is the key one for the study of the normal laws:
PROPOSITION 3.5. The Fourier transform Fy(z) = E(e™7) of g, is given by:
Fy(z) = et/
In particular, the normal laws satisfy gs * g = gs1¢, for any s,t > 0.

PRrooOF. The Fourier transform formula can be established as follows:
1 2 )
F (x — e Y /2t+zacyd
gt( ) \/%/R y
_ / o~V i)t 2 g
V27t Jr

1 _ 27t 2/2
= e 7 T/ 2tdz
\ 27t /R

1 —t 2/2/ _ .2
= —e ¢ e *dz
VT R

1
= ﬁe_txz/Q . ﬁ

—ta?/2

e
As for the last assertion, this follows from the fact that log F}, is linear in t. U

We are now ready to state and prove the CLT, as follows:

THEOREM 3.6 (CLT). Given random variables fi, fo, f3,... € L>(X) which are i.i.d.,
centered, and with variance t > 0, we have, with n — 0o, in moments,

1 n
%Zlfi’\“gt

where g; is the Gaussian law of parameter t, having as density ﬁe‘yyztdy.
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PROOF. In terms of moments, the Fourier transform is given by:

o) - £(3 G0

k=0
= (i) B()
2

k=0

i Z'k]\i;k‘(f) o

k=0

Thus, the Fourier transform of the variable in the statement is:

o = [ ()]
= :1 - g + O(n‘z)r
-]

6—t$2/2

12

~

But this latter function being the Fourier transform of g;, we obtain the result. O

Let us discuss as well the complex analogues of the above, with a notion of complex
normal, or Gaussian law. To start with, we have the following definition:

DEFINITION 3.7. The complex normal, or Gaussian law of parameter t > 0 is

1
Gy =law | —=(a +1ib
t <\/§ ( ))
where a,b are independent, each following the law g;.

In short, the complex normal laws appear as natural complexifications of the real
normal laws. As in the real case, these measures form convolution semigroups:

PROPOSITION 3.8. The complex Gaussian laws have the property
Gs * Gt - Gs+t
for any s,t > 0, and so they form a convolution semigroup.

Proor. This follows indeed from the real result, namely g, * g; = gs1¢, established in
Proposition 3.5, simply by taking the real and imaginary parts. O

We have as well the following complex analogue of the CLT:
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THEOREM 3.9 (CCLT). Given complex variables fi, fa, f3,... € L>(X) which are
i.%.d., centered, and with common variance t > 0, we have

1 n
= E fz ~ Gy
NOE
=1
with n — 00, 1n moments.

Proor. This follows indeed from the real CLT, established in Theorem 3.6, simply
by taking the real and imaginary parts of all the variables involved. O

We will be back to this, with some applications, at the end of this chapter.

3b. Spherical coordinates
Moving now to 3 dimensions, we have here the following result:

THEOREM 3.10. We have spherical coordinates in 3 dimensions,

= 7COSS
y = rsinscost
z = rsinssint

the corresponding Jacobian being J(r,s,t) = r?sin s.

PRrOOF. The fact that we have indeed spherical coordinates is clear. Regarding now
the Jacobian, this is given by the following formula:

J(r,s,t)

COS S —rsin s 0
= |sinscost rcosscost —rsinssint
sinssint rcosssint rsinscost

COS S —rsin s
sinscost rcosscost

COS S —rsin s

. . . + rsinscost
sinssint rcosssint

= r?sinssint

COssS —rsins
Sins 7CoSsSs

coss —rsins

= rsinssin®t| .
sins rcoss

+ rsinscos®t

coss —rsins

= rsins(sin®t + cos®t) | .
sins rcoss

= rsins x1xr
= r’sins
Thus, we have indeed the formula in the statement. Il

Let us work out now the general spherical coordinate formula, in arbitrary N dimen-
sions. The formula here, which generalizes those at N = 2, 3, is as follows:
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THEOREM 3.11. We have spherical coordinates in N dimensions,

/

T = rcost;

To = rsint; costs

Tny_1 = rsint;sinty...sinty_ocosty_i
I rsint;sints...sinty_osinty_g

the corresponding Jacobian being given by the following formula,
J(r,t) = rVtsinV 2t sin Pty ... sin? ty_gsinty_g
and with this generalizing the known formulae at N = 2, 3.

PROOF. As before, the fact that we have spherical coordinates is clear. Regarding
now the Jacobian, also as before, by developing over the last column, we have:

Jy = rsint;...sinty_sosinty_; X sinty_1Jy_1
+ rsint;...sinty_ocosty_q1 X costy_1Jn_1
= rsin tl c. SiIllfN_g(Sin2 tN—l + COS2 tN—l)JN—l

= rsin tl ...sin tN_QJN_l
Thus, we obtain the formula in the statement, by recurrence. U

As a comment here, the above convention for spherical coordinates is one among many,
designed to best work in arbitrary N dimensions. Also, in what regards the precise range
of the angles t,...,ty_1, we will leave this to you, as an instructive exercise.

As an application, we can recompute the volumes of spheres, as follows:

THEOREM 3.12. The volume of the unit sphere in RY is given by

T\ [V/2]
v=(3)
2

2N
(N + D!
with our usual convention NIl = (N —1)(N —3)(N —5)...

PROOF. Let us denote by B* the positive part of the unit sphere, or rather unit ball
B, obtained by cutting this unit ball in 2V parts. At the level of volumes, we have:

V=2Vt
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We have the following computation, using spherical coordinates:

Vo= / 1
Bt
1 /2 w/2
= // / PN leinV 2 ¢ L sinty o drdty ... din
o Jo 0
2

1 w/ /2 /2
= / V-1 dr/ sin™ 2t dt ... / sinty_odtn-_o / ldtn
0 0 0 0

1 (ﬂ)[Nﬂ] (N =)l (N=3)I 2l 1! ]

= —X (= X . e =
N 2 (N =D (N=2)I" 3l 21
1 (W)[N/Q] 1
N 2 (N —1)!!

B (W)[N/Q] 1

\2 (N + D!

Thus, we obtain the formula in the statement. U

Let us record as well the asymptotics, obtained via Stirling, as follows:

THEOREM 3.13. The volume of the unit sphere in RY is given by

Vo~ <27re>N/2 1
N VTN

in the N — oo limit.
ProoF. This is something very standard, the idea being as follows:

(1) We use the exact formula found in Theorem 3.12, namely:

v (5)"

2N
(N + Dl

(2) But the double factorials can be estimated by using the Stirling formula. Indeed,
in the case where N = 2K is even, we have the following computation:

(N+ DI = 2FK!
2K\ "
~ (—) VorK
e

()
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As for the case where N = 2K — 1 is odd, here the estimate goes as follows:

(2K)!
o = 28
~ (Y iR (2)" 2
2K \ e 2K
2K\ "
_ _) NG
e

(3) Now back to the spheres, when N is even, the estimate goes as follows:

V- () e

= 3" =
B 2re\V? 1
- (%) =

As for the case where NN is odd, here the estimate goes as follows:

Vo (W)(N—l)/2 N

2 (N + 1)
(z)(N—l)/22N (£>N/2L
2 N/ 2N
B \/5 ore\ V1

Vi (F) 7w

B <27T€>N/2 1
N VTN

Thus, we are led to the uniform formula in the statement.

12
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Getting back now to our main result so far, Theorem 3.12, we can compute in the
same way the area of the sphere, the result being as follows:

THEOREM 3.14. The area of the unit sphere in RN is given by

="

oN

(N—1)

with the our usual convention for double factorials, namely:
NIl'=(N—-1)(N-=3)(N —=5)...

In particular, at N = 2, 3,4 we obtain respectively A = 27, 4w, 272,

PROOF. Regarding the first assertion, there is no need to compute again, because the
formula in the statement can be deduced from Theorem 3.12, as follows:

(1) We can either use the “pizza” argument from chapter 2, which shows that the area
and volume of the sphere in RY are related by the following formula:

A=N-V
Together with the formula in Theorem 3.12 for V', this gives the result.

(2) Or, we can start the computation in the same way as we started the proof of
Theorem 3.12, the beginning of this computation being as follows:

/2 /2
vol(ST) = / / sinV 724, .. .sinty_odty ... dtn_q
0 0

Now by comparing with the beginning of the proof of Theorem 3.12, the only thing
that changes is the following quantity, which now dissapears:

' N-1 1
Ly — —
/0' r r N

Thus, we have vol(ST) = N - vol(B*), and so we obtain the following formula:
vol(S) = N - vol(B)

But this means A = N -V, and together with the formula in Theorem 3.12 for V,
this gives the result. As for the last assertion, this can be either worked out directly, or
deduced from the results for volumes that we have so far, by multiplying by V. U

3c. Polynomial integrals

Let us discuss now the computation of arbitrary integrals over the sphere. We will
need a technical result extending the Wallis formula from chapter 2, as follows:
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THEOREM 3.15. We have the following formula,
/W/Z cos? tsin? t dt = <z>€(p)€(q) _ pliglt
0 2 (p+q+ 1)
where e(p) = 1 if p is even, and £(p) = 0 if p is odd, and where
mll=(m—1)(m—3)(m—2>5)...
with the product ending at 2 if m is odd, and ending at 1 if m is even.

PROOF. We use the same idea as in chapter 2. Let I, be the integral in the statement.
In order to do the partial integration, observe that we have:

(costsin?t) = pcosP ! t(—sint)sin?t
+ cosPt-gsin? ' tcost
= —pcosP ttsin?tt 4+ gcosPT tsin? Tt
By integrating between 0 and 7/2, we obtain, for p,q > 0:
Plp-1411 = qlpi14-1

Thus, we can compute I, by recurrence. When ¢ is even we have:

Iy = 1% Ipi24-2
_ a1 a=3,
p+1 pt3 et
g—1 ¢g—3 qg—5
T p+1 p+3 ptb prEeS
Nall
- (pp+qu)” o
But the last term comes from the formula in chapter 2, and we obtain the result:
Mall
Ipq ﬁ Ip+q
pllg!! sm\eta)  (p+ g)!!
= orara) G
_ <E>€(p)s(q) pllg!!
2 (p+q+ 1)

Observe that this gives the result for p even as well, by symmetry. Indeed, we have
I, = I, by using the following change of variables:
T

t=—-—s
2
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In the remaining case now, where both p, ¢ are odd, we can use once again the formula
Plp—14+1 = qlpt1,4-1 established above, and the recurrence goes as follows:

q—1
Ly, = mfpw,q—z
g—1 ¢—3

Ny S
pt+1 p+3 7
g—1 ¢—3 q—5]
p+1 p+3 p+b PHoa0

pllg!
= rg-1 Iptg-11

In order to compute the last term, observe that we have:

w/2
I, = / cosP tsintdt
0

1 /2
= -7 (cosP™ ) dt
p 0
1

p+1

Thus, we can finish our computation in the case p, ¢ odd, as follows:

pllig

Iy = (EY R Ipig-10
pllg!! 1
 pra—D! prg
pllg!!
 (pHg+ D
Thus, we obtain the formula in the statement, the exponent of 7/2 appearing there
being e(p)e(q) = 0-0 = 0 in the present case, and this finishes the proof. O

We can now integrate over the spheres, as follows:

THEOREM 3.16. The polynomial integrals over the unit sphere S]fg_l c RY, with
respect to the normalized, mass 1 measure, are given by the following formula,
N — DNk kN
/ x]fl...:clfVNdx:( ks a
g1 (N + Xk — 1!

valid when all exponents k; are even. If an exponent k; is odd, the integral vanishes.
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PROOF. Assume first that one of the exponents k; is odd. We can make then the
following change of variables, which shows that the integral in the statement vanishes:

T, — —I;

Assume now that all exponents k; are even. As a first observation, the result holds
indeed at N = 2, due to the formula from Theorem 3.15, which reads:

/2 £(p)e(g) Hg!! Hg!!
/ cos? tsin?tdt = (ﬁ) Pq = Pq
0 2 p+qg+D!t (p+g+ D!

In the general case now, where the dimension N € N is arbitrary, the integral in the
statement can be written in spherical coordinates, as follows:

N /2 /2
I:——/ .“/ oI dty .ty
A 0 0

Here A is the area of the sphere, J is the Jacobian, and the 2V factor comes from the
restriction to the 1/2V part of the sphere where all the coordinates are positive. According
to Theorem 3.14, the normalization constant in front of the integral is:

oN 79\ /2

™

As for the unnormalized integral, this is given by:

/2 /2
r :/ / (costy)* (sint, costy)*?
0 0

(sintysinty...sinty_gcosty_1) V-1
(sintysinty...sinty_psinty_1)*
SiIlN_2 tl SiDN_3 tg e Sin2 tN_g sin tN_g
dty...dty_q
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By rearranging the terms, we obtain:

w/2
I = / coskt ty ginfe T RN EN=2¢ qp
0

w/2
/ cosk? to sinf3 TN EN=3 ¢ g,
0

w/2
/ cosfN=2 ¢ o sinfv-1tEN Ly o dEy
0

w/2
/ cosFN=1 ¢y 1 sinfN tn  dty_ g
0

Now by using the above-mentioned formula at N = 2, this gives:
- EWke + ...+ ky + N = 2)I! <z>€(N—2)
(ki +...+knv+ N -1

2
kQ”(k’g 4+ ...+ k‘N +N — 3)” (W)E(N_?’)
(ot .t hn T N2 \2

k‘N_Q!!(k’N_1+kN+1)!! a\ e(1)

(kn_o + kn_1+Ix +2)!1 (5)
Fen—1 k! 5

(kn—1+ kn + 1) (‘)

2

Now let F' be the part involving the double factorials, and P be the part involving the
powers of /2, so that I’ = F' - P. Regarding F', by cancelling terms we have:
SR !
(3k; + N — 1!

) [N/Q]. We can

As in what regards P, by summing the exponents, we obtain P = (g
now put everything together, and we obtain:

2N
I = Z x F'x P
(N/2]
2) koo k! 7\ V/2]
= (— (N — 1! x X (—)

7r Skt N -1 \2
(N = D)Ea!l k!

(Sh+ N = 1)1

Thus, we are led to the conclusion in the statement. U
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We have the following useful generalization of the above formula:

THEOREM 3.17. We have the following integration formula over S{g_l c RY, with
respect to the normalized, mass 1 measure, valid for any exponents k; € N,

/ |$kl fEkN'dZL’ _ z S(kiyeekn) (N — 1)”/{1” .. k‘N”
N-—1 1 - Ty (N+Ekz_1)|'

with 3 = [odds/2] if N is odd and X = [(odds + 1)/2] if N is even, where “odds” denotes
the number of odd numbers in the sequence ky, ..., k.

PROOF. As before, the formula holds at N = 2, due to Theorem 3.15. In general, the
integral in the statement can be written in spherical coordinates, as follows:

oN /2 /2
I:—/ / ZEllcl...ZE?VNJdtl...dtN_l
A 0 0

Here A is the area of the sphere, J is the Jacobian, and the 2V factor comes from
the restriction to the 1/2V part of the sphere where all the coordinates are positive. The
normalization constant in front of the integral is, as before:

N [N/2]
27 = <2> (N =1

T

As for the unnormalized integral, this can be written as before, as follows:

w/2

I' = coskt ty ginfe T thNEN=2¢ qp

w/2

cosk? ty sinf3 TN EN=3 ¢,

S— S—

w/2
cosFN=2 ¢ o sinfN-ItEN Ly dEy

/2
COS’ICN*1 tN—l Sil’lkN tN—l dtN_l
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Now by using the formula at N = 2, we get:

o T kMRt kN =2 (g)5<’“l»’fz+-~-+kN+N—2>
2 (kit+...+ky+N-DI \7
7 kW(ks+ ...+ ky + N —3)!I (2)5<k2»’f3+~~~+kN+N-3>
2 (ket...+hy+N-2)I \7
T kyoo!f (ko 4 ky + D! (2>5<’W27km+kw+l>
2 (kn_o+ky1+ky+2) \ 7

m kn_1"ka!! 9\ dkv—1.kN)
. (kn_1+ ky + D! < >

In order to compute this quantity, let us denote by F' the part involving the double
factorials, and by P the part involving the powers of /2, so that we have:

I'=F-P

™

O |

Regarding F', there are many cancellations there, and we end up with:
ke k!
(3Xk; + N — 1!

As in what regards P, the § exponents on the right sum up to the following number:

N—-1
Alkr, .. k) =Y 0(ki ki + ...+ ky + N —i—1)
=1

In other words, with this notation, the above formula reads:

I I N 2>A<k1 ----- kn)

r- @ €
2 (ki +...+ky+N-=D!I' \ 7
9\ Ak1kn) =N+ kol !
(_) (ki +...+knv+N-=1
9\ Sk k) =[N/ JeyWkeo!t . et
- ( ) (k1 +...+kyv+N -1

To be more precise, the formula relating A to X follows from a number of simple
observations, the first of which being the fact that, due to obvious parity reasons, the
sequence of § numbers appearing in the definition of A cannot contain two consecutive
zeroes. Together with I = (2 /V)I', this gives the formula in the statement. O

™

™

Let us discuss as well the complex versions of the above results. We have the following
variation of the formula in Theorem 3.16, dealing with the complex sphere:
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THEOREM 3.18. We have the following integration formula over the complex sphere
S(]Cv_l C CV, with respect to the normalized uniform measure,

2h1 ohy g, _ V=Dl k!
/SN—1 |20 [T d2 NSk 1)

C

valid for any exponents k; € N. As for the other polynomial integrals in zq,...,zn and
their conjugates z, ..., Zn, these all vanish.

PRrROOF. Consider an arbitrary polynomial integral over S(]CV ~!  containing the same
number of plain and conjugated variables, as to not vanish trivially, written as follows:

I = Zilgig c. ZZ‘%_IZZ'% dz
gN-1
C

By using transformations of type p — Ap with |[A\| = 1, we see that this integral [
vanishes, unless each z, appears as many times as z, does, and this gives the last assertion.
So, assume now that we are in the non-vanishing case. Then the k, copies of z, and the
k, copies of z, produce by multiplication a factor |z,|*<, so we have:

1:/ 2175 o[ de
syt

Now by using the standard identification S(]CV 1~ 52N we obtain:
N TG - L E R L)
S2N*1

= Z (kl) o (kN) / x?kl_%yf” .. .x%m_my%w d(x,y)
Tl SﬂéN_l

N
r1...TN

By using the formula in Theorem 3.16, we obtain:

I
N 1ZN (7’1) (rN) (2N +2> k; — 1)!!
B ks kn\ 2V YN — DUTT2r)! /(27 TT(2k: — 2!/ (2577 (ks — 7))
- = () () L ST

_ ks v\ (N — DU 2r ) (2rn) (2 — 2r)! ... (2ky — 27y)!
= Z (7«1) (TN) 4Xk(N + >k — Dl ocorwl (B — )V (v — )]

r1...TN

T1..TN
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Now observe that can rewrite this quantity in the following way:
I
. Z ]{31' e ]{JN'<N — 1)'(27”1)' e (27’]\[)'(2]€1 — 27’1)! Ce (2]{31\7 — 27"]\/)!
a 4Zk1<N + Z ]{71 - 1)'(7”1' Ce TN!(I{Zl — 7’1)! e (/{ZN — T’N)!>2
r1...TN

. Z 27”1 2]431-27“1 Z 27”]\/ 2]€N—27”N (N—l)'kl'k]\/'

- Lo\ kv—r ) v NN ky —ry ) AZR(N + 3k — 1)!
(N = Dly!. . k!

(N = Dl k!

(N+> k—1)!
Thus, we are led to the formula in the statement. Il

= 4P x4k x

3d. Hyperspherical laws

In order to process the above results, in the N — oo limit, we need to know more
about the normal laws. In the real case, we first have the following result:

PROPOSITION 3.19. The even moments of the normal law are the numbers
Mi(g) = t*/2 x kN
where k!l = (kK —1)(k —3)(k —5) ..., and the odd moments vanish.

PrROOF. We have the following computation, valid for any integer k € N:

1 )
M, = ko—v®/2tq
b Vot /Ry Y

1 _ _ /
_ — /R(tyk 1) (—6 y2/2t) dy
1

— tHk — 1)yF2e v /2
oo /R ( )y y
1

= t(k—1) x k=2=y%/2t
(k=1 M/Ry Y
= t(k—1)My_s

Thus by recurrence, we are led to the formula in the statement. O

We have the following alternative formulation of the above result:
PROPOSITION 3.20. The moments of the normal law are the numbers
My(ge) = t*2| Py(k)|
where Py(k) is the set of pairings of {1,...,k}.
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PROOF. Let us count the pairings of {1,...,k}. In order to have such a pairing, we
must pair 1 with one of the numbers 2,...,k, and then use a pairing of the remaining
k — 2 numbers. Thus, we have the following recurrence formula:

|Po(k)| = (k= 1)[ Py (k — 2)]
As for the initial data, this is P, =0, P, = 1. Thus, we are led to the result. U

We are not done yet, and here is one more improvement of the above:

THEOREM 3.21. The moments of the normal law are the numbers

Mi(g9:) = Z o

7T€P2(k)

where Py(k) is the set of pairings of {1,...,k}, and |.| is the number of blocks.

Proor. This follows indeed from Proposition 3.20, because the number of blocks of
a pairing of {1,...,k} is trivially £/2, independently of the pairing. O

We can now go back to the spherical integrals, and we have:

THEOREM 3.22. The moments of the hyperspherical variables are

N —1liph
pip = NV Dtpt
/ggl T4 (N+p—-1)

and the rescaled variables y; = v/ Nx; become normal and independent with N — oo.

PROOF. The moment formula in the statement follows from the general formula from
Theorem 3.16. As a consequence, with N — oo we have the following estimate:

/ aPdr ~ NP2 xpl
Sp !

= N_p/sz (91)

Thus, the rescaled variables v/ Nx; become normal with N — oo, as claimed. As for
the proof of the asymptotic independence, this is standard too, once again by using the

formula in Theorem 3.16. Indeed, the joint moments of z;,...,zy are given by:
ke ok g N = DU k!
/Sn]xyl HANN iN dr = (N+Eki_1)!!

—3k;

By rescaling, the joint moments of the variables y; = v/ Nx; are given by:
/ YRy dr ~ kL k!
syt

Thus, we have multiplicativity, and so independence with N — oo, as claimed. U
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Importantly, we can recover the normal laws as well in connection with the rotation
groups. Indeed, we have the following reformulation of Theorem 3.22:

THEOREM 3.23. We have the integration formula
N —1)liph
/ vr ay = N =Dt
On (N +p—1D!
and the rescaled variables Vij = \/NU;; become normal and independent with N — co.

PROOF. We use the basic fact that the rotations U € O act on the points of the real
sphere z € S'~', with the stabilizer of z = (1,0,...,0) being the subgroup Oy_; C Oy.
In algebraic terms, this gives an identification as follows:

SH™ = On/On_4

In functional analytic terms, this result provides us with an embedding as follows, for
any 7, which makes correspond the respective integration functionals:

C(Sg~) cCOn) , z— Uy
With this identification made, the result follows from Theorem 3.22. U
In the complex case now, let us first formulate the following definition:
DEFINITION 3.24. The moments a complex variable f € L>*(X) are the numbers
M, = BE(f*)
depending on colored integers k = o e @ o ..., with the conventions
=1, r=f ., r=f
and multiplicativity, in order to define the colored powers f*.

Observe that, since f, f commute, we can permute terms, and restrict the attention
to exponents of type k =...coo0eee... if we want to. However, our results about the
complex Gaussian laws, and other complex laws too, later on, will actually look better
without doing is, so we will use Definition 3.24 as stated. We first have:

THEOREM 3.25. The moments of the complex normal law are given by

My(Gy) = {

where k = o eeo... is called uniform when it contains the same number of o and e.

tPp!  (k uniform, of length 2p)
0 (k not uniform)

Proor. We must compute the moments, with respect to colored integer exponents

k =oeeo... ofthe variable from Definition 3.7, namely:
1
=—(a+1b
f= o)
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We can assume that we are in the case t = 1, and the proof here goes as follows:

(1) As a first observation, in the case where our exponent k = oeeo.. . is not uniform,
a standard rotation argument shows that the corresponding moment of f vanishes. To
be more precise, the variable f/ = wf is complex Gaussian too, for any complex number
w € T, and from My(f) = Mi(f") we obtain My(f) = 0, in this case.

(2) In the uniform case now, where the exponent k = o e eo ... consists of p copies of
o and p copies of | the corresponding moment can be computed as follows:

T

(ff
= 2—11)/(a2+62)p

T
- 2% (f) (2r)11(2p — 2r)!
1 irl( @) (2p—2r)

o» — rl(p —r)! Sl 20 (p — )]
P! Z 2r\ (2p — 2r
S 4 —~\r p—r

(3) In order to finish now the computation, let us recall that we have the following
formula, coming from the generalized binomial formula, or from the Taylor formula:

=2 (G
1+t = \g/ \ 4
By taking the square of this series, we obtain the following formula:
1 —t\” 2r\ (2p — 2r
me2(7) 26
Now by looking at the coefficient of ¥ on both sides, we conclude that the sum on the
right equals 4. Thus, we can finish the moment computation in (2), as follows:

_ P =)
Mk—4p><4 =D

We are therefore led to the conclusion in the statement. O
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As before with the real Gaussian laws, a better-looking statement is in terms of parti-
tions. Given a colored integer k = oeeo... we say that a pairing 7 € P»(k) is matching
when it pairs o — e symbols. With this convention, we have the following result:

THEOREM 3.26. The moments of the complex normal law are the numbers
My (Gy) = Z ¢l
wEP2(k)

where Po(k) are the matching pairings of {1,...,k}, and |.| is the number of blocks.

PROOF. This is a reformulation of Theorem 3.25. Indeed, we can assume that we are
in the case t = 1, and here we know from Theorem 3.25 that the moments are:

M. — (|k]/2)! (K uniform)
"o (k not uniform)

On the other hand, the numbers |Py(k)| are given by exactly the same formula. Indeed,
in order to have a matching pairing of k, our exponent £k = o e @ o ... must be uniform,
consisting of p copies of o and p copies of e, with p = |k|/2. But then the matching
pairings of k correspond to the permutations of the e symbols, as to be matched with
o symbols, and so we have p! such pairings. Thus, we have the same formula as for the
moments of f, and we are led to the conclusion in the statement. U

In practice, we also need to know how to compute joint moments. We have here:

THEOREM 3.27 (Wick formula). Given independent variables f;, each following the
complex normal law Gy, with t > 0 being a fized parameter, we have the formula

(5 1) = 24 {x € o) | < keri |

where k = k... ks and i = 11...15, for the joint moments of these variables, where
m < keri means that the indices of i must fit into the blocks of 7, in the obvious way.

Proor. This is something well-known, which can be proved as follows:

(1) Let us first discuss the case where we have a single variable f, which amounts in
taking f; = f for any ¢ in the formula in the statement. What we have to compute here
are the moments of f, with respect to colored integer exponents k =oeeo ... and the
formula in the statement tells us that these moments must be:

E(f*) =t Py (k)|
But this is the formula in Theorem 3.26, so we are done with this case.

(2) In general now, when expanding the product fi’? o ff and rearranging the terms,
we are left with doing a number of computations as in (1), and then making the product
of the expectations that we found. But this amounts in counting the partitions in the
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statement, with the condition m < ker¢ there standing for the fact that we are doing the
various type (1) computations independently, and then making the product. O

The above statement is one of the possible formulations of the Wick formula, and
there are many more formulations, which are all useful. For instance, we have:

THEOREM 3.28 (Wick formula 2). Given independent variables f;, each following the
complex normal law Gy, with t > 0 being a fived parameter, we have the formula

E(fi-. fufl .. f) = t5# {n € Siling) = jr,Vr}

for the non-vanishing joint moments of these variables.

Proor. This follows from the usual Wick formula, from Theorem 3.27. With some
changes in the indices and notations, the formula there reads:

E(f}fl [I:S) — 524 {0 € PQ(K)‘O' < ker[}

Now observe that we have Py(K) = (), unless the colored integer K = Kj... K,
is uniform, in the sense that it contains the same number of o and e symbols. Up to
permutations, the non-trivial case, where the moment is non-vanishing, is the case where
the colored integer K = K ... K, is of the following special form:

K=00...000...0
k k

So, let us focus on this case, which is the non-trivial one. Here we have s = 2k, and

we can write the multi-index I = I ... I, in the following way:
I=dy...0 J1... Jk

With these changes made, the above usual Wick formula reads:
E(fuoo Siudiy oo 1) =t {0 € PolE) o < Kerig) }

The point now is that the matching pairings o € Py(K), with K =o...ce...e of
length 2k, as above, correspond to the permutations 7= € Sy, in the obvious way. With
this identification made, the above modified usual Wick formula becomes:

E (fu e 'fikf;'kl . f]*k) = tk# {ﬂ- € Sk iﬂ'(?”) = j’r‘vvr}

Thus, we have reached to the formula in the statement, and we are done. U

Finally, here is one more formulation of the Wick formula, useful as well:

THEOREM 3.29 (Wick formula 3). Given independent variables f;, each following the
complex normal law Gy, with t > 0 being a fized parameter, we have the formula

E (fuf}y - Juud}) = 04 {7 € Sifiny = sV}

for the non-vanishing joint moments of these variables.
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Proor. This follows from our second Wick formula, from Theorem 3.28, simply by
permuting the terms, as to have an alternating sequence of plain and conjugate variables.
Alternatively, we can start with Theorem 3.27, and then perform the same manipulations
as in the proof of Theorem 3.28, but with the exponent being this time as follows:

K=o0eo0e.. . ... ce
2%k
Thus, we are led to the conclusion in the statement. Il

We can go back now to the spherical integrals, and we have the following result:
THEOREM 3.30. The rescalings /N z; of the unit complex sphere coordinates
Zi S(]CV 15C
as well as the rescalings \/NUZ-j of the unitary group coordinates
Uyj Uy = C
become complex Gaussian and independent with N — oo.
ProOOF. We have several assertions to be proved, the idea being as follows:

(1) According to the formula in Theorem 3.18; the polynomials integrals in z;, Z; vanish,
unless the number of z;, Z; is the same. In this latter case these terms can be grouped
together, by using z;z; = |2|?, and the relevant integration formula is:

e, (N =1
QEVAd%XN+hJﬂ

Now with N — oo, we obtain from this the following estimate:
/ |zi|*de ~ N7F x k!
SR

Thus, the rescaled variables v/Nz; become normal with N — oo, as claimed.

(2) As for the proof of asymptotic independence, this is standard too, again by using

the formula in Theorem 3.18. Indeed, the joint moments of 21, ...,z are given by:
/ |Z |2k1 |ZN|2kN dr — (N— 1)!k1!.../{:n!
g N+ > k= 1)

R
—Xk;
~ N Xkl']{?N'

By rescaling, the joint moments of the variables y; = vV Nz; are given by:
/ [y |22y Y da ~ k! Ky
st

Thus, we have multiplicativity, and so independence with N — oo, as claimed.
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(3) Regarding the last assertion, we can use here the basic fact that the rotations
U € Uy act on the points of the sphere z € S(]Cv’l, with the stabilizer of z = (1,0,...,0)
being the subgroup Ux_; C Uy. In algebraic terms, this gives an equality as follows:

S(]cvfl =Un/Un-1

In functional analytic terms, this result provides us with an embedding as follows, for
any 4, which makes correspond the respective integration functionals:

C(SEYHYcCUy) , xi— Uy

With this identification made, the result follows from (1,2). d
3e. Exercises

This was a standard multivariable calculus chapter, and as exercises, we have:
EXERCISE 3.31. Can you find an elementary, 1D proof for the Gauss formula?
EXERCISE 3.32. Learn if needed more about the Fourier transform.
EXERCISE 3.33. Clarify the range of angles, in the spherical coordinate formula.
EXERCISE 3.34. Learn if needed the proof of the Stirling formula.
EXERCISE 3.35. Estimate, using Stirling, the central binomial coefficients.
EXERCISE 3.36. Learn the Stone-Weierstrass theorem, and apply it to spheres.
EXERCISE 3.37. Compute the densities of hyperspherical laws, at small N.
EXERCISE 3.38. Have a look at random matrices, heavily using the Wick formula.

As bonus exercise, find and compute 100 double or triple integrals.



CHAPTER 4

Basic applications

4a. Waves and heat

With the mathematics that we learned, and more specifically with spherical coordi-
nates, we are now ready for some physics. Let us start with a key result, as follows:

THEOREM 4.1. The wave equation in RY is

f=0vAf
where dots denote time derivatives, A is the Laplace operator, given by
Af=>" &
dx?

and v > 0 is the propagation speed.

PROOF. The equation in the statement is of course what comes out of physics exper-
iments. However, allowing us a bit of imagination, and trust in this imagination, we can
mathematically “prove” this equation, by discretizing, as follows:

(1) Let us first consider the 1D case. In order to understand the propagation of waves,
we will model R as a network of balls, with springs between them, as follows:

e XXX @ XXX @ XXX @ XXX @ XXX @ XXX + - -

Now let us send an impulse, and see how the balls will be moving. For this purpose,
we zoom on one ball. The situation here is as follows, [ being the spring length:
...... .f(zfl) XXX .f(z) XXX .f(:rJrl) [

We have two forces acting at x. First is the Newton motion force, mass times accel-
eration, which is as follows, with m being the mass of each ball:

E,=m- f(x)
And second is the Hooke force, displacement of the spring, times spring constant.
Since we have two springs at x, this is as follows, k£ being the spring constant:
F, = F —-F
= k(f(z+1) = f(2) = k(f(x) = flx=1))
= k(fz+1) =2f(z) + fz = 1))

81



82 4. BASIC APPLICATIONS

We conclude that the equation of motion, in our model, is as follows:

m- f(a) = k(f(z+1) = 2f(2) + f(x 1))

(2) Now let us take the limit of our model, as to reach to continuum. For this purpose
we will assume that our system consists of B >> 0 balls, having a total mass M, and
spanning a total distance L. Thus, our previous infinitesimal parameters are as follows,
with K being the spring constant of the total system, which is of course lower than k:

With these changes, our equation of motion found in (1) reads:

KB

fay =2

(f(@+1) =2f(x) + f(z = 1))
Now observe that this equation can be written, more conveniently, as follows:

KL flr+D)=2f(@)+ flz =1
M 2

With N — oo, and therefore [ — 0, we obtain in this way:

KL? {2
floy =22 T

We are therefore led to the wave equation in the statement, which is f = v2f” in our
present N = 1 dimensional case, the propagation speed being v = \/K/M - L.

(3) In 2 dimensions now, the same argument carries on. Indeed, we can use here a
lattice model as follows, with all the edges standing for small springs:

~— @ ~—— O ~—— O ~—— O ——

~— @ ~—— O ~—— O ~—— O ——

~— @ ~—— O ~—— O ~—— O ——

A~ @~V @~ @
A~ @~V @~ @
A~ @~ @~ @
A~ @~ @ o~ @
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As before in one dimension, we send an impulse, and we zoom on one ball. The
situation here is as follows, with [ being the spring length:

®f(z,y+1)

®f(z—Ly) ®f(z,y) O f(z+ly)

.f(x,y—l)

We have two forces acting at (x,y). First is the Newton motion force, mass times
acceleration, which is as follows, with m being the mass of each ball:

And second is the Hooke force, displacement of the spring, times spring constant.
Since we have four springs at (z,y), this is as follows, k being the spring constant:

F, = FJ —F +F'—Ff

= k(f(z+lLy) — f(z,y) —k(f(z,y) — f(z = Ly))
+ k(f(zy+1) = f(z,9) = k(f(z,y) = f(z,y = 1))
= k(f(x+1Ly) —2f(z,y) + f(z —1,y))
+ k(f(r,y+1) =2f(z,y) + flz,y = 1))

We conclude that the equation of motion, in our model, is as follows:

(4) Now let us take the limit of our model, as to reach to continuum. For this purpose
we will assume that our system consists of B? >> 0 balls, having a total mass M, and
spanning a total area L?. Thus, our previous infinitesimal parameters are as follows, with
K being the spring constant of the total system, taken to be equal to k:

M

m=Z5 . k=K , I=

With these changes, our equation of motion found in (3) reads:

|

Faw) = B s 1) 26 + £z - L)
KB?

M

+

(f(l],y—f-l)—Qf(l‘,y>—|—f<l’,y—l>>
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Now observe that this equation can be written, more conveniently, as follows:

. KL?  fle+ly) —2f(wy)+ flz—Ly)

fley) = —; 2
M [2

With N — oo, and therefore [ — 0, we obtain in this way:
- KL? (d*f d*f

Thus, we are led in this way to the following wave equation in two dimensions, with
v =+/K/M - L being the propagation speed of our wave:

. 2f P
Fo) = (h+ 92 ) @

But we recognize at right the Laplace operator, and we are done. As before in 1D,
there is of course some discussion to be made here, arguing that our spring model in (3)
is indeed the correct one. But do not worry, experiments confirm our findings.

(5) In 3 dimensions now, which is the case of the main interest, corresponding to our
real-life world, the same argument carries over, and the wave equation is as follows:

. d2 d2 d2
f(xvya Z) = 1)2 (dxj; + dyJ; + dzé) ('7573/72)

(6) Finally, the same argument, namely a lattice model, carries on in arbitrary N
dimensions, and the wave equation here is as follows:

N

. 2
flz1,...,xN) 2022%(371,...,@\[)

i=1
Thus, we are led to the conclusion in the statement. Il

In order to discuss the heat equation as well, we will need the following fact:

PROPOSITION 4.2. Intuitively, the Laplacian of a function f, given by

computes how much different is f(x), compared to the average of f(y), with y ~ .

PRrOOF. Before anything, you might wonder what kind of mathematical statement this
is, talking about intuition, instead of precise things, as we are supposed to. In answer,
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please relax and calm down, we are doing physics here, right now in this chapter. Getting
now to the proof, let us write the Taylor formula for f at order 2, as follows:

< f"(z)h,h >
2
With the change h — —h, the following approximation formula holds too:

Pl —h) = fla) - flaph s L@

f(@+h) > fx)+ fi(x)h+

2
Now by making the average of our formulae, we obtain the following formula:
fle+h)+ flx—h < f"(x)h,h >
W=k ), <10

Thus, thinking a bit, we are led to the conclusion in the statement. It is of course
possible to say more here, but we will not really need all the details, in what follows. [J

Now back to physics, regarding heat diffusion, we have the following result:

THEOREM 4.3. Heat diffusion in RY is described by the heat equation

f=alf

where o > 0 is the thermal diffusivity of the medium, and A is the Laplace operator.

PRrROOF. The study here is quite similar to the study of waves, as follows:

(1) To start with, as an intuitive explanation for the equation, since the second de-
rivative f” in one dimension, or the quantity Af in general, computes the average value
of a function f around a point, minus the value of f at that point, the heat equation as
formulated above tells us that the rate of change f of the temperature of the material at
any given point must be proportional, with proportionality factor o > 0, to the average
difference of temperature between that given point and the surrounding material.

(2) The heat equation as formulated above is of course something approximative, and
several improvements can be made to it, first by incorporating a term accounting for heat
radiation, and then doing several fine-tunings, depending on the material involved. But
more on this later, for the moment let us focus on the heat equation above.

(3) In relation with our modeling questions, we can recover this equation a bit as
we did for the wave equation before, by using a basic lattice model. Indeed, let us first
assume, for simplifying, that we are in the one-dimensional case, N = 1. Here our model
looks as follows, with distance [ > 0 between neighbors:

l l
z—1 Oy Oz+l

In order to model heat diffusion, we have to implement the intuitive mechanism ex-
plained above, namely “the rate of change of the temperature of the material at any given
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point must be proportional, with proportionality factor a > 0, to the average difference
of temperature between that given point and the surrounding material”.

(4) In practice, this leads to a condition as follows, expressing the change of the
temperature ¢, over a small period of time § > 0:

Flrt48) = fa,0) + % S [F0) — £ 1)

T~y
To be more precise, we have made several assumptions here, as follows:

— General heat diffusion assumption: the change of temperature at any given point x
is proportional to the average over neighbors, y ~ z, of the differences f(y,t) — f(z,t)
between the temperatures at x, and at these neighbors .

— Infinitesimal time and length conditions: in our model, the change of temperature
at a given point x is proportional to small period of time involved, § > 0, and is inverse
proportional to the square of the distance between neighbors, 2.

(5) Regarding these latter assumptions, the one regarding the proportionality with the
time elapsed § > 0 is something quite natural, physically speaking, and mathematically
speaking too, because we can rewrite our equation as follows, making it clear that we
have here an equation regarding the rate of change of temperature at z:

f(x,t+5)—f(x,t) o

r~y

As for the second assumption that we made above, namely inverse proportionality
with {2, this can be justified on physical grounds too, but again, perhaps the best is to do
the math, which will show right away where this proportionality comes from.

(6) So, let us do the math. In the context of our 1D model the neighbors of x are the
points x + [, and so the equation that we wrote above takes the following form:
flx,t4+90) — f(x,t Q
L2 ZIED _ 8 (fat1,8) — S 0) + (Fa— 1.6) — F(o.1)]
Now observe that we can write this equation as follows:

flz,t+0) — f(z,1) fle+1,t)=2f(x,t) + flx —1,1)

5 - E
(7) As it was the case with the wave equation before, we recognize on the right the
usual approximation of the second derivative, coming from calculus. Thus, when taking
the continuous limit of our model, I — 0, we obtain the following equation:

UGARRIS LS
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Now with ¢t — 0, we are led in this way to the heat equation, namely:

f<x7t) = f//(l‘,t)

Summarizing, we are done with the 1D case, with our proof being quite similar to the
one for the wave equation, done earlier in this section.

(8) In practice now, there are of course still a few details to be discussed, in relation
with all this, for instance at the end, in relation with the precise order of the limiting
operations [ — 0 and 0 — 0 to be performed, but these remain minor aspects, because
our equation makes it clear, right from the beginning, that time and space are separated,
and so that there is no serious issue with all this. And so, fully done with 1D.

(9) With this done, let us discuss now 2 dimensions. Here, as before for the waves, we
can use a lattice model as follows, with all lengths being [ > 0, for simplifying:

[ D

— OO0 —O0 —0O o
—0—o0—0—0—

— O —O0 —0O o
(10) We have to implement now the physical heat diffusion mechanism, namely “the
rate of change of the temperature of the material at any given point must be proportional,
with proportionality factor @ > 0, to the average difference of temperature between that

given point and the surrounding material”. In practice, this leads to a condition as follows,
expressing the change of the temperature f, over a small period of time § > 0:

ad
f(x,y,t+5):f(x,y,t)+l—2 Z [f(u,v,t)—f(x,y,t)]
(z,y)~(u,v)

In fact, we can rewrite our equation as follows, making it clear that we have here an
equation regarding the rate of change of temperature at x:

f(a:,y,t+5()5— f(x,y,t) :% ST fluv,t) = flz,y,t)]
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(11) So, let us do the math. In the context of our 2D model the neighbors of = are
the points (z £ 1,y 1), so the equation above takes the following form:

f(x,y,t—l—é)—f(x,y,t)
o

|:(f<x+l7y7t) - f($7y7t)) + (f(l’ _l7y7t) - f(l’,y,t))]
[(f(ﬁ,y—kl,t) - f(l‘,y,t)) + (f(.r,y— l7t) - f([)?,y,t))]

Now observe that we can write this equation as follows:

f(xayvt—{_é) B f(l’,y,t) - - f(l""l,y,t) - 2f(£>yvt) ‘l‘f(l' — lvy7t)
) N [?
flay+1t) —2f(x,y.t) + flz,y — ;1)
12
(12) As it was the case when modeling the wave equation before, we recognize on the
right the usual approximation of the second derivative, coming from calculus. Thus, when
taking the continuous limit of our model, [ — 0, we obtain the following equation:

f(xvyat+5)_f($ay>t):a<d2f d2f) (l’yt)

T |IQ

+

+ a-

5 a4

dz?  dy?
Now with ¢ — 0, we are led in this way to the heat equation, namely:

f(l’,y,t) :Oé'Af(ZL',y,t)

Finally, in arbitrary N dimensions the same argument carries over, namely a straight-
forward lattice model, and gives the heat equation, as formulated in the statement. [J

So long for the basic physics of waves and heat. In practice, many other things can
be said about waves and heat, with a summary here being as follows:

(1) We have been talking in the above about mechanical waves, but quite remarkably,
the other types of waves, such as the electromagnetic ones, are described by the same
equation, namely f = v2A f. This follows indeed from the Maxwell equations.

(2) Talking electromagnetism, the Laplace operator appears in fact naturally before
moving charges, magnetism and waves, in the context of electrostatics. To be more precise,
we have there the Laplace equation A f = 0, appearing in relation with potentials.

(3) Still talking electromagnetism, the refined version of the theory, which is no longer
statistical, and applies at very small scales, is quantum mehanics, where the key equation
is the Schrodinger one if = aAf + bf, still making use of the Laplace operator A.
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(4) Finally, regarding the heat equation f = aAf, this needs in practice a number of
corrections, due to Stefan-Boltzmann and others. By the way, observe also the striking
similarity between the Schrodinger equation, and the heat equation.

And we will refer here to any standard physics book, such as Feynman [32], for more
on all this. In any case, convinced I hope, it is all about the Laplace operator A.

4b. Harmonic functions

Getting now to the mathematics of A, previous experience with linear algebra and
linear operators suggests looking first into the eigenvectors of A. But the simplest such
eigenvectors are those corresponding to the eigenvalue A = 0, called harmonic:

Af =0

So, let us first try to find the functions f : R? — C which are harmonic. And here, as
a good surprise, we have an interesting link with the holomorphic functions:

THEOREM 4.4. Any holomorphic function f: C — C, when regarded as real function
f:R*=C
is harmonic. Moreover, the conjugates f of holomorphic functions are harmonic too.

PrROOF. The first assertion follows from the following computation, for the power
functions f(z) = 2", with the usual notation z = x + iy:

A2z P

A= dx? + dy?
_d(nz"h) N d(inz""1)
dx dy
= nn—12"2—n(n—1)"""?
=0
As for the second assertion, this follows from Af = Af, which is clear from definitions,
and which shows that if f is harmonic, then so is its conjugate f. O

In order to understand the harmonic functions, we can try to find the homogeneous
polynomials P € R[z,y] which are harmonic. In order to do so, the most convenient is
to use the variable z = x + 1y, and think of these polynomials as being homogeneous
polynomials P € R[z, z]. With this convention, the result is as follows:

THEOREM 4.5. The degree n homogeneous polynomials P € Rlx,y| which are har-
monic are precisely the linear combinations of

pP=z , P=2z"

with the usual identification z = x + 1y.
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PROOF. As explained above, any homogeneous polynomial P € R[z,y] can be re-
garded as an homogeneous polynomial P € Rz, z], with the change of variables z = z+iy,
and in this picture, the degree n homogeneous polynomials are as follows:

z) = Z 2tz

k+l=n

In oder to solve now the Laplace equation AP = 0, we must compute the quantities
A(Z*2), for any k,I. But the computation here is routine. We first have the following
formula, with the derivatives being computed with respect to the variable x:

— (Zk)lil—l-zk(zl)/

— k}Zk_lzl—f-lefl_l

By taking one more time the derivative with respect to x, we obtain:

d?(2F7 iy L
% — k,(zk 1Zl) +l(2kzl 1)
= k [(Zkfl)/zl _i_zkfl(—l)/} +1 [( k)/—lfl +Zk(_l71)/]
— k[(k._l) k—2 l+lzk 1 l 1:| +l[kzk 1 l 1+<l 1)2’62172}

= k(k— 12220 4 2kl 2 (- 1)2ME

With respect to the variable y, the computations are similar, but some =i factors
appear, due to 2/ =i and Z’ = —i, coming from z = x 4 iy. We first have:

— (Zk)lil—l-zk(il)/

= k2PE — ik
By taking one more time the derivative with respect to y, we obtain:

—d222;21) = k(MUY —al(RE Y
= ik [(zk Wzl 2z )} [(zk) 77 4 2R (z l_l)’]
ik [i(k —1)2" 22 — il 12 1] il [ik2F 2T — (1= 1)

= —k(k— 1)zk’221—|—2klzk A (RS VA
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We can now sum the formulae that we found, and we obtain:
d?(2F2)  d?(2FF)
dz? dy?
= k(k —1)2"22 4+ 2k1PT1ET 4 11— 1) 282
—k(k — 1)2" 22 4 2k12F7 AT — (1 1)242 2

A(ZFEY =

= 4kl
In other words, we have reached to the following formula:
4kl
f=2" = Af = f
|22

Now let us get back to our homogeneous polynomial P, written as follows:
P(z) = Z e 2
k+l=n

By using the above formula, the Laplacian of P is given by:

We conclude that the Laplace equation for P takes the following form:
AP=0 <= klcy=0,Vk,I
— [kI1#0 = ¢y =0]
<— P =cpz" +cpnz"

Thus, we are led to the conclusion in the statement. And with the observation that
the real formulation of the final result is something quite complicated, and so, for one
more time, the use of the complex variable z = = 4 1y is something very useful. O

As our next objective, coming as a continuation of the above, let us try now to find
the harmonic functions which are radial, in the following sense:

f(z) = o(lz])

However, things are quite tricky here, involving a blowup phenomenon precisely at
the dimension value N = 2. So, moving now to arbitrary N dimensions, we have here:

THEOREM 4.6. The fundamental radial solutions of Af =0 are

L flslEY (v
T {loguxu (N =2)

with the log at N = 2 basically coming from log’ = 1/x.
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PRrROOF. Consider indeed a radial function, defined outside the origin x = 0. This
function can be written as follows, with ¢ : (0,00) — C being a certain function:

fARY {0} =C , f(z)=(ll)

Our first goal will be that of reformulating the Laplace equation Af = 0 in terms of
the one-variable function ¢ : (0, 00) — C. For this purpose, observe that we have:

N
dllz]| Ay 2L

N
1 1 d <Zi:1 %2)
2 Zfil 7 dz;
1 1 5
2 [
|||

By using this formula, we have the following computation:

& dp(lzl)
d||z|]
= ¢'(|l=l]) - “dr.

T

By differentiating one more time, we obtain the following formula:

d*f d , x;

L gl s EN

. +SOI x - o—_ -
az; e TP WD) T U

[lz]] = @ - i/ ]]

= (el - ) - o+ ety =

||

: [lz|* — aF

1 x’i /
= @'llel]) - =+ (el - ==
][ [|[?
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Now by summing over i € {1,..., N}, this gives the following formula:
3 llel* — 22
Af = > (=) - e HQJFZSO [lzl]) - TEE
i=1
l2lP (N = D[
" ([l]]) - +é'(llel)
[[]2 [l[[?
N -1
= ¢"(llzI) + ¢'(ll]]) - Tl
Thus, with r = ||z||, the Laplace equation Af = 0 can be reformulated as follows:
N —1)¢
i+ D200

Equivalently, the equation that we want to solve is as follows:
r¢”" +(N—1)¢' =0
Now observe that we have the following formula:
(M) = (N = ) T
PN = 1) + 1)
Thus, the equation to be solved can be simply written as follows:
(r" ') =0
We conclude that »V !¢’ must be a constant K, and so, that we must have:
¢ = Kr'™V
But the fundamental solutions of this latter equation are as follows:
r2=N (N #£2
Plr) = {logr EN i 2;
Thus, we are led to the conclusion in the statement. Il

As a last piece of theory, let us examine now the general harmonic functions, in general
N dimensions. Many things can be said here, with a summary being as follows:

THEOREM 4.7. The harmonic functions f : RN — C obey to the same general princi-
ples as the holomorphic functions, namely:
(1) The mazimum modulus principle.
The plain mean value formula.

)
(2)
(3) The boundary mean value formula.
(4) The Liouwville theorem.
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Proor. This is something quite tricky, the idea being as follows:

(1) Regarding the plain mean value formula, here the statement is that given an
harmonic function f : X — C, and a ball B, the following happens:

fa) = /B F(y)dy

In order to prove this, we can assume that B is centered at 0, of radius r > 0. If we
denote by x, the characteristic function of this ball, nomalized as to integrate up to 1, in
terms of the standard convolution operation *, we want to prove that we have:

f:f*Xr

For doing so, let us pick a number 0 < s < r, and a solution w of the following
equation, supported on B, which can be constructed explicitly:

Aw = xr — Xs
By using now the standard properties of the convolution operation *, we have:

frxe—Fxxs = 06— Xs)
= f*xAw
= Afxw
=0

Thus f * x, = f * xs, and by letting now s — 0, we get f * y, = f, as desired.

(2) Regarding the boundary mean value formula, here the statement is that given an
harmonic function f: X — C, and a ball B, with boundary -, the following happens:

f(x) = / F(y)dy

But this follows as a consequence of the plain mean value formula in (1), with our two
mean value formulae, the one there and the one here, being in fact equivalent, by using
annuli and radial integration for the proof of the equivalence, in the obvious way.

(3) Regarding the maximum modulus principle, the statement here is that any holo-
morphic function f: X — C has the property that the maximum of |f| over a domain is
attained on its boundary. That is, given a domain D, with boundary v, we have:

Jrey , |f(@)]=max|f(y)
ye

But this is something which follows again from the mean value formula in (1), first
for the balls, and then in general, by using a standard division argument.
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(4) Regarding now the Liouville theorem, as in the holomorphic case, the precise
statement here is that an entire, bounded harmonic function must be constant:

f:RY -C , Af=0 , |f|[<M = f=constant

As a slightly weaker statement, again called Liouville theorem, we have the fact that
an entire harmonic function which vanishes at oo must vanish globally:

fRY>C , Af=0 , limf(z)=0 = f=0
T—r00

But can view these as a consequence of the mean value formula in (1), because given
two points x # y, we can view the values of f at these points as averages over big balls
centered at these points, say B = B,(R) and C = B,(R), with R >> 0:

:Aﬂ@m, /f

Indeed, the point is that when the radius goes to co, these averages tend to be equal,
and so we have f(z) ~ f(y), which gives f(x) = f(y) in the limit, as desired. O

Many other things can be said about harmonic functions, notably with the fundamen-
tal fact that, locally, the harmonic functions f : R?> — R appear as the real parts of the
holomorphic functions. For more on this, and related topics, we refer to Rudin [79].

4c. Polar decomposition

Getting back now to physics and equations, regarding the waves, we have:

THEOREM 4.8. The solution of the 1D wave equation with initial value conditions
o(z,0) = f(x) and ¢(x,0) = g(x) is given by the d’Alembert formula, namely:

flx—wvt) + f(z+vt) N i/:}c—‘rvt

5 50 g(s)ds

So(xﬂt) =

—ut

In the context of our previous lattice model discretizations, what happens is more or less
that the above d’Alembert integral gets computed via Riemann sums.

PROOF. There are several things going on here, the idea being as follows:

(1) Let us first check that the d’Alembert solution is indeed a solution of the wave

equation ¢ = v?¢”. The first time derivative is computed as follows:

ox,t) = N Ut); of (xt vt) + %(vg(x + vt) + vg(z — vt))

The second time derivative is computed as follows:

VA" (x — vt) + v* f(x + vt) N vg'(x + vt) — vg'(x — vt)
2 2

Sb(x’t) =
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Regarding now space derivatives, the first one is computed as follows:

) = TEZOTELTD L L0 vn) — fa—or)

As for the second space derivative, this is computed as follows:

oy = OIS ) | ) g

Thus we have indeed ¢ = v?p”. As for the initial conditions, ¢(z,0) = f(z) is clear
from our definition of ¢, and ¢(x,0) = g(x) is clear from our above formula of ¢.

(2) Conversely now, we must show that our solution is unique, but instead of going
here into abstract arguments, we will simply solve our equation, which among others will
doublecheck the computations in (1). Let us make the following change of variables:

E=x—vt , n=x+ut

With this change of variables, which is quite tricky, mixing space and time variables,

our wave equation ¢ = v?¢” reformulates in a very simple way, as follows:

d2
LA
d&dn

But this latter equation tells us that our new &,n variables get separated, and we
conclude from this that the solution must be of the following special form:

o(x,t) = F(&) + G(n) = F(x — vt) + G(x + vt)

Now by taking into account the intial conditions ¢(z,0) = f(z) and $(z,0) = g(z),
and then integrating, we are led to the d’Alembert formula in the statement.

(3) In regards now with our discretization questions, by using a 1D lattice model with
balls and springs as before, what happens to all the above is more or less that the above
d’Alembert integral gets computed via Riemann sums, in our model, as stated. O

In N > 2 dimensions things are more complicated. In the case N = 3, which is where
most physics happens, of great use is the following technical result:

THEOREM 4.9. The Laplace operator in spherical coordinates is

2 dr dr r?sins ds ds r2sin?s  dt?

with our standard conventions for these coordinates, in 3D.

PROOF. There are several proofs here, a short, elementary one being as follows:
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(1) Let us first see how A behaves under a change of coordinates {z;} — {y;}, in
arbitrary N dimensions. Our starting point is the chain rule for derivatives:

dlEi N P dyj d(L’z
By using this rule, then Leibnitz for products, then again this rule, we obtain:

d*f d (df dy
o T 2 (@dx)
-y (A s Ay

J

Ly (s ) (@) @y
- dy, dz; dy; ) dx;  dy; da?

j 7

Cf  dyp dy; Z df  d’y;

(2) Now by summing over i, we obtain the following formula, with A being the deriv-
ative of x — y, that is to say, the matrix of partial derivatives dy;/dx;:

VA it M T T . A

a’f d’y; df

d*f daf
- AAY, S AL

(3) So, this will be the formula that we will need. Observe that this formula can be
further compacted as follows, with all the notations being self-explanatory:

Af =Tr(AA'H,(f)+ < Aly), V,(f) >

(4) Getting now to spherical coordinates, (z,y,2) — (r,s,t), the derivative of the
inverse, obtained by differentiating x, y, z with respect to r, s, t, is given by:

CoS S —rsin s 0
A7l = [ sinscost rcosscost —rsinssint
sinssint rcosssint rsinscost
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The product (A71)!A~! of the transpose of this matrix with itself is then:

COs S sin scost sinssint CcoS S —rsin s 0
—rsins rcosscost rcosssint sinscost rcosscost —rsinssint
0 —rsinssint rsinscost sinssint rcosssint rsinscost

But everything simplifies here, and we have the following remarkable formula, which
by the way is something very useful, worth to be memorized:

1 0 0
(A YA =10 r? 0
0 0 r2sin’s
Now by inverting, we obtain the following formula, in relation with the above:
0 0
1/r? 0
0 1/(r%sin?s)

AA =

O O =

(5) Let us compute now the Laplacian of r, s,t. We first have the following formula,
that we will use many times in what follows, and is worth to be memorized:

dr
Va2 4 y? + 22

dx
2z

a2+ y?+ 22

|8 N=Q
! = Y

Of course the same computation works for y, z too, and we therefore have:

=

) @_T ) 5_

dr «x dr vy dr z
r r

(6) By using the above formulae, twice, we can compute the Laplacian of r:
Alr) = A (x/:z? oyt z2)

_d d ry d [z
- @(;)m—y(;)*a(;)
P2 g2 p2 g2 22
r3 + r3 + r3

2

r
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(7) In what regards now s, the computation here goes as follows:

A(s) = A <arccos (f))

r

d r? — a2 d xy d xz
- (X " )= —=L )4 = —==
dx r2 dy \r2y/r2 — 22 dz \r2y/r? — g2

2012 — 12 N r?(2? — 2y?) + 22°y?

r?(y? — 22%) + 22222

= W o

o 2xr?—2? N x(22% —r?)

o rd ri/r2 — 12
x

22 — g2

_ coss

~ r2sins

W o

(8) Finally, in what regards ¢, the computation here goes as follows:

Alt) = A(arctan (2))

d d z
- w0y (‘F)

2yz 2yz

(y? + 22)2 + (y% + 22)?
= 0

d Yy
T & (y2+22>

99

(9) We can now plug the data from (4) and (6,7,8) in the general formula that we

found in (2) above, and we obtain in this way:

2 2
N S 1

a>2f 2
dr? = r?2 (s?

3 —

r2sin‘s dt?2 r

2 df d*f coss df 1 d2f+ 1 d*f

ﬁ CcoS s ﬁ
dr 7r?sins ds

rdr

dr?  r2sins ds r? ds?

r2sin®s dt?

—liﬁﬁ—l—l isinsﬁ—l—l d2—f
o2 dr dr r’sins ds ds r2sin®s dt?

Thus, we are led to the formula in the statement.

g

And with this, good news, we have all needed tools for investigating both the wave
and heat equations, in 3D. The story here, however, is quite technical, and in what follows

we will rather apply this technology to a related equation, the Schrodinger one.
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4d. Quantum mechanics

Let us discuss now some applications of the above to quantum mechanics. The main
idea of Heisenberg was to use infinite matrices, based on the following fact:

Fact 4.10 (Rydberg, Ritz). The spectral lines of the hydrogen atom are given by the
Rydberg formula, as follows, depending on integer parameters n; < ny:

1 1 1
=R (—2 - —2)
/\n1n2 ni ny

These spectral lines combine according to the Ritz-Rydberg principle, as follows:

1 1 1

/\n1n2 /\ngng )\nl n3

Similar formulae hold for the other atoms, with suitable fine-tunings of the constant R.

To be more precise, all this is based on some key experiments and observations of
Lyman, Balmer, Paschen, around 1890-1900. Mathematically now, the point is that the
above combination principle reminds the multiplication formula e, ,,€nyns = €nyng for the
elementary matrices e;; : e; — e;, which leads to the following principle:

PRINCIPLE 4.11 (Heisenberg). Observables in quantum mechanics should be some sort
of infinite matrices, generalizing the Lyman, Balmer, Paschen lines of the hydrogen atom,
and multiplying between them as the matrices do, as to produce further observables.

Before further developing this key idea, let us hear as well the point of view of
Schrodinger, which came a few years later. His idea was to forget about exact things, and
try to investigate the hydrogen atom statistically. Let us start with:

QUESTION 4.12. In the context of the hydrogen atom, assuming that the proton is
fized, what is the probability density @i(x) of the position of the electron e, at time t,

Pee V)= / oi(x)dz

\%

as function of an intial probability density po(x)? Moreover, can the corresponding equa-
tion be solved, and will this prove the Bohr claims for hydrogen, statistically?

In order to get familiar with this question, let us first look at examples coming from
classical mechanics. In the context of a particle whose position at time ¢ is given by
xo + (), the evolution of the probability density will be given by:

ei(w) = polz) + (1)
However, such examples are somewhat trivial, of course not in relation with the com-

putation of v, usually a difficult question, but in relation with our questions, and do not
apply to the electron. The point indeed is that, in what regards the electron, we have:
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FacT 4.13. In respect with various simple interference experiments:
(1) The electron is definitely not a particle in the usual sense.
(2) But in most situations it behaves ezxactly like a wave.
(3) But in other situations it behaves like a particle.

Getting back now to the Schrodinger question, all this suggests to use, as for the
waves, an amplitude function i;(z) € C, related to the density ¢:(x) > 0 by the formula
oi(z) = |¢s(x)]?. Not that a big deal, you would say, because the two are related by
simple formulae as follows, with 6;(x) being an arbitrary phase function:

pu(@) = [G(@) , di(e) = "Dy ()
However, such manipulations can be crucial, raising for instance the possibility that

the amplitude function satisfies some simple equation, while the density itself, maybe not.
And this is what happens indeed. Schrédinger was led in this way to:

CLAIM 4.14 (Schrodinger). In the context of the hydrogen atom, the amplitude function
of the electron 1 = y(x) is subject to the Schrodinger equation

. h?
ihy) = —— A + Vb
2m
m being the mass, h = ho/27 the reduced Planck constant, and V' the Coulomb potential
of the proton. The same holds for movements of the electron under any potential V.

~ Observe the similarity with the wave equation f=v2Af, and with the heat equation
f = aAf too. Many things can be said here. Following now Heisenberg and Schrédinger,
and then especially Dirac, who did the axiomatization work, we have:

DEFINITION 4.15. In quantum mechanics the states of the system are vectors of a
Hilbert space H, and the observables of the system are linear operators

T:-H—-H

which can be densely defined, and are taken self-adjoint, T' = T*. The average value of
such an observable T, evaluated on a state & € H, is given by:

<T >=<TE &>

In the context of the Schrodinger mechanics of the hydrogen atom, the Hilbert space is the
space H = L*(R3) where the wave function v lives, and we have

< T>:/ T() - dx
R3
which 1s called “sandwiching” formula, with the operators

. 2 2
T —@V , —ihV | _a ; _a
m 2m 2m

representing the position, speed, momentum, kinetic energy, and total energy.

+V
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In other words, we are declaring here by axiom that various “sandwiching” formulae
found before by Heisenberg, involving the operators at the end, hold true. And also, we
are raising the possibility for other quantum mechanical systems, more complicated, to
be described as well by the operators on a certain Hilbert space H, as above.

Let us go back now to the Schrodinger equation, from Claim 4.14. As a first observa-
tion, coming from some standard calculus, this equation conserves probability amplitudes,
in agreement with the basic probabilistic requirement, P = 1 overall:

[k =1 = [ k-

In order to solve now the hydrogen atom, by using the Schrodinger equation, the idea
will be that of reformulating this equation in spherical coordinates. We have:

THEOREM 4.16. The time-independent Schrodinger equation in spherical coordinates
separates, for solutions of type ¢ = p(r)a(s,t), into two equations, as follows,

d dp\ 2
—(7“2 p) - (V—E)p=Kp

dr dr h?

d d d*a
sin s - 75 <S1118 d&) + — Tz = _—Ksin’s-«

with K being a constant, called radial equation, and angular equation.

ProOOF. We use the formula from Theorem 4.9 for the Laplace operator in spherical
coordinates. The time-independent Schrodinger equation reformulates as:

R* [1 d do 1 d do 1 d*¢
Eo = 2. 2 - - .7
V= E)o= 2m {7"2 dr <r dr) i r2sins  ds (sm o ds) * r2sin’s  di? }

Let us look now for separable solutions for this latter equation, consisting of a radial
part and an angular part, as in the statement, namely:

¢(r> 8y t) = ,0(7")04(5, t)

By plugging this function into our equation, we obtain:

h? [a d dp p d do p d*a
E = e 2 7
(V= E)pa = 2m [7“2 dr (T dr) * r2sins ds (sm ° ds) * r2sin’s  di? }

By multiplying everything by 2mr?/(h?pa), and then moving the radial terms to the
left, and the angular terms to the right, this latter equation can be written as follows:

2mr? 1 d dp 1 d do d*a
V_E)—Z.—_ |2 ins- — (sins- — -
R )= (r dr) asin s {Sms ds (Sms ds> * dtZ}

Since this latter equation is now separated between radial and angular variables, both
sides must be equal to a certain constant — K, and this gives the result. U
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Let us first study the angular equation. The result here is as follows:
THEOREM 4.17. The separated solutions o = o (s)0(t) of the angular equation,

) d [ . do +d2a K sin?
sins- — [ sins- — — = —Ksin“s-«
ds ds dt?

are giwen by the following formulae, where | € N is such that K = [(l + 1),
o(s) = P™(coss) , 0O(t) =e™
and where m € Z s a constant, and with P being the Legendre function,

R e

X

where P, are the Legendre polynomials, given by the following formula:

B(x) = - (%) (2 — 1

These solutions o = o (s)8(t) are called spherical harmonics.
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PrROOF. This follows from some standard study, and with the comment that every-

thing is taken up to linear combinations. We will normalize the wave function later.

In relation now with the radial equation, we have the following manipulation:

PROPOSITION 4.18. The radial equation, written with K = 1(l + 1),

2mr?
(r°p) = =3~ (V= E)p =11+ 1)p

takes with p = u/r the following form, called modified radial equation,

h? Rl +1
Fu=—— u"+ V—i—g u
2m 2mr?

which 1s a time-independent 1D Schrodinger equation.

PROOF. With p = u/r as in the statement, we have:

_u ,_U/T_u 2 N o
p=_ P S o () =l
By plugging this data into the radial equation, this becomes:
2mr I(1+1)
”7’—?<V—E)u: .
By multiplying everything by h?/(2mr), this latter equation becomes:
h* RA(1+1)
ol = (V—Eu= —— "/,
om " ( Ju omr2

But this gives the formula in the statement.

g
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It remains to solve the above equation, for the Coulomb potential of the proton. And
we have here the following result, which proves the original claims by Bohr:

THEOREM 4.19 (Schrodinger). In the case of the hydrogen atom, where V is the
Coulomb potential of the proton, the modified radial equation, which reads

h? Ke2  RhA(l+1
Bu=—— '+ (-—% + (+1) u
2m r 2mr?

leads to the Bohr formula for allowed energies,

g _m (K 1
2 h n?

with n € N, the binding energy being
By~ —2177 x 107"
with means E; ~ —13.591 eV.

ProoF. This is again something quite tricky. With v = v/=2mFE/h, then p = ~r,
and S = —yKe?/E, the modified radial equation takes the following form:

S l(l+1
o (125,100,
p p
But a power series study of this latter equation shows that the solutions blow up,
unless we have S = 2n, for a certain integer n > [, and this gives the result. U

For more on all this, we refer to any standard quantum mechanics book.

4e. Exercises
This was an exciting physics chapter, and as exercises on this, we have:
EXERCISE 4.20. Learn about the various types of waves, appearing in real life.
EXERCISE 4.21. Learn about deducing the wave equation from linear elasticity.
EXERCISE 4.22. Have a look at chains and whips, with the wave equation in mind.
EXERCISE 4.23. Learn about Stefan-Boltzmann, and corrections to the heat equation.
EXERCISE 4.24. Learn about potentials, and the Laplace equation in electrostatics.
EXERCISE 4.25. Clarify our intuitive interpretation of the Laplace operator.
EXERCISE 4.26. Learn more, say from Rudin, about the harmonic functions.
EXERCISE 4.27. Learn as well about soap films, and related topics.

As bonus exercise, and no surprise here, learn more quantum mechanics.
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CHAPTER 5

Smooth manifolds

5a. Ellipses, conics

Looking up to the skies, things are quite fascinating. The first thing that you see is
the Sun, seemingly moving around the Earth on a circle, but a more careful study reveals
that this circle is in fact an ellipse. As for the other stars and planets, these have all sort
of weird trajectories, but a more careful study reveals that, with due attention to what
the best “center” is, replacing our Earth, the trajectories are often ellipses:

(1) Indeed, this applies to all the planets in our Solar System, which move around the
biggest object in the system, which is by far the Sun, on ellipses.

(2) The same trick applies to the trajectories of various distant stars, the rule being
always the same, “small moves around big, on an ellipse”.

(3) However, there are counterexamples too, such as asteroids reaching our Solar
system, but then traveling outwards, never to be seen again.

Summarizing, modulo some annoying asteroids that we will leave for later, we are led
in this way to ellipses, and their mathematics. And good news, a full theory of ellipses is
available, and this since the ancient Greeks, whose main findings were as follows:

THEOREM 5.1. The ellipses, taken centered at the origin 0, and squarely oriented with
respect to Oxy, can be defined in 4 possible ways, as follows:

(1) As the curves given by an equation as follows, with a,b > 0:
T\ 2 y>2
d 7Y —1
(a) * (b
(2) Or given by an equation as follows, with ¢ > 0, p = —q, and l € (0,2q):
d(z,p) +d(z,q) =1
(3) As the curves appearing when drawing a circle, from various perspectives:

O = 7

(4) As the closed non-degenerate curves appearing by cutting a cone with a plane.
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PRroOOF. This might look a bit confusing, and you might say, what exactly is to be
proved here. Good point, and in answer, what is to be proved is that the above construc-
tions (1-4) give rise to the same class of curves. And this can be done as follows:

(1) To start with, let us draw a picture from what comes out of (1), which will be our
main definition for the ellipses, in what follows. Here that is, making it clear what the
parameters a,b > 0 stand for, with 2a x 2b being the gift box size for our ellipse:

T

(2) Let us prove now that such an ellipse has two focal points, as stated in (2). We
must look for a number » > 0, and a number [ > 0, such that our ellipse appears as
d(z,p) +d(z,q) =, with p = (0, —r) and ¢ = (0, r), according to the following picture:

(3) Let us first compute these numbers 7,/ > 0. Assuming that our result holds indeed
as stated, by taking z = (0, a), we see that the length [ is:

l=(a—71)+(a+71)=2a
As for the parameter r, by taking z = (b,0), we conclude that we must have:

WNETTT =2 — = I
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(4) With these observations made, let us prove now the result. Given I, > 0, and
setting p = (0, —r) and g = (0, ), we have the following computation, with z = (x,y):

d(z,p) +d(z,q) =
(@+r)P+y’+ V(@ —r)P+y’=I
R R S/ s E.
(z+r)P+y?=@—r)P+y*+ =20/ (x—r)2+ 1>
20/ (x — )2 + 52 = * — dar
AP (2 +r? = 2ar + y?) = 1* + 162%% — 8lar
41227 + APr? + 417y = 1* + 16222
(42 — 1) (4r? — 1) = 4l%y?
(5) Now observe that we can further process the equation that we found as follows:

42% — 2 42
2 g2\(402 _ 12 2, 2 _
(dz” = 15)(4r" = 1) = dl7y° — IR T RT
T T

2 224

= (-1~ (o)
= '+ (7m) -

(6) Thus, our result holds indeed, and with the numbers [, > 0 appearing, and no
surprise here, via the formulae [ = 2a and r = v/a? — b2, found in (3) above.

1110117

(7) Getting back now to our theorem, we have two other assertions there at the end,
labeled (3,4). But, thinking a bit, these assertions are in fact equivalent, and in what
concerns us, we will rather focus on (4), which looks more mathematical. And in what
regards this assertion (4), this can be established indeed, by doing some 3D computations,
that we will leave here as an instructive exercise, for you. And with the promise that we
will come back to this in a moment, with a full proof, in a more general setting. U

All this is very nice, but before getting into physics, with some explanations for the fact
that planets travel indeed on ellipses, which is something that we must surely understand,
before going with some further math, let us settle as well the question of wandering
asteroids. Observations show that these can travel on parabolas and hyperbolas, so what
we need as mathematics is a unified theory of ellipses, parabolas and hyperbolas. And
fortunately, this theory exists, also since the ancient Greeks, summarized as follows:
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THEOREM b5.2. The conics, which are the algebraic curves of degree 2 in the plane,

C = {(Jc,y) € R*|P(x,y) = 0}

with deg P < 2, appear modulo degeneration by cutting a 2-sided cone with a plane, and
can be classified into ellipses, parabolas and hyperbolas.

Proor. This follows by further building on Theorem 5.1, as follows:

(1) Let us first classify the conics up to non-degenerate linear transformations of the
plane, which are by definition transformations as follows, with det A # 0:

() =)

Our claim is that as solutions we have the circles, parabolas, hyperbolas, along with
some degenerate solutions, namely (), points, lines, pairs of lines, R2.

(2) As a first remark, it looks like we forgot precisely the ellipses, but via linear
transformations these become circles, so things fine. As a second remark, all our claimed
solutions can appear. Indeed, the circles, parabolas, hyperbolas can appear as follows:

P?4yi=1 , 2*=y , zy=1
As for (), points, lines, pairs of lines, R?, these can appear too, as follows, and with
our polynomial P chosen, whenever possible, to be of degree exactly 2:
P?=—-1, 2*4+¢y*=0 , 2°=0 , zy=0 , 0=0

Observe here that, when dealing with these degenerate cases, assuming deg P = 2
instead of deg P < 2 would only rule out R? itself, which is not worth it.

(3) Getting now to the proof of our claim in (1), classification up to linear transfor-
mations, consider an arbitrary conic, written as follows, with a, b, c,d, e, f € R:

ar® +by? +cxy+drt+ey+ f=0

Assume first a # 0. By making a square out of az?, up to a linear transformation in
(z,y), we can get rid of the term cxy, and we are left with:

ar® + by’ +dr4ey+ f=0

In the case b # 0 we can make two obvious squares, and again up to a linear transfor-
mation in (z,y), we are left with an equation as follows:

2y =k
In the case of positive sign, 2% + y? = k, the solutions are the circle, when k& > 0, the
point, when k = 0, and (), when & < 0. As for the case of negative sign, 2% — y? = k,

which reads (z —y)(x +y) = k, here once again by linearity our equation becomes zy = [,
which is a hyperbola when [ # 0, and two lines when [ = 0.
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(4) In the case b # 0 the study is similar, with the same solutions, so we are left with
the case a = b = 0. Here our conic is as follows, with ¢, d, e, f € R:

cry+dr+ey+ f=0

If ¢ # 0, by linearity our equation becomes zy = [, which produces a hyperbola or two
lines, as explained before. As for the remaining case, ¢ = 0, here our equation is:

dr+ey+ f=0

But this is generically the equation of a line, unless we are in the case d = e = 0,
where our equation is f = 0, having as solutions () when f # 0, and R? when f = 0.

(5) Thus, done with the classification, up to linear transformations as in (1). But this
classification leads to the classification in general too, by applying now linear transforma-
tions to the solutions that we found. So, done with this, and very good.

(6) It remains to discuss the cone cutting. By suitably choosing our coordinate axes
(z,y,2), we can assume that our cone is given by an equation as follows, with k& > 0:

? +y? = k2

In order to prove the result, we must in principle intersect this cone with an arbitrary
plane, which has an equation as follows, with (a,b,c) # (0,0, 0):

ar +by+cz=d

(7) However, before getting into computations, observe that what we want to find is a
certain degree 2 equation in the above plane, for the intersection. Thus, it is convenient
to change the coordinates, as for our plane to be given by the following equation:

z=0

(8) But with this done, what we have to do is to see how the cone equation z%+y? = kz?
changes, under this change of coordinates, and then set z = 0, as to get the (z,y) equation
of the intersection. But this leads, via some thinking or computations, to the conclusion
that the cone equation x? + y*> = kz? becomes in this way a degree 2 equation in (z,y),
which can be arbitrary, and so to the final conclusion in the statement. U

Ready for some physics? Here is the main result here, due to Kepler and Newton:

THEOREM 5.3. Planets and other celestial bodies move around the Sun on conics,
C= {(w,y) S RQ(P(SB,Z/) - 0}
with P € R[x,y] being of degree 2, which can be ellipses, parabolas or hyperbolas.

ProoF. This is something quite long, due to Kepler and Newton, but no fear, we
know calculus, and threrefore what can resist us. The proof goes as follows:
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(1) According to countless observations and calculations, first formalized by Newton,
the force of attraction between two bodies of masses M, m is given by:

Mm
d2
Here d is the distance between the two bodies, and G ~ 6.674 x 107! is a constant.

Now assuming that M is fixed at 0 € R?, the force exterted on m positioned at x € R3,
regarded as a vector F' € R?, is given by the following formula:

|Fl[ =G -

T
F o= —||F|]—
IEdl
B GMm =z
z|[* [|z]]
B GMmzx
|[|[3

But F = ma = mi, with a = & being the acceleration, second derivative of the
position, so the equation of motion of m, assuming that M is fixed at 0, is:
GMzx
||| [?
Obviously, the problem happens in 2 dimensions, and you can even find, as an exercise,
a formal proof of that, based on the above equation, if your really want to. Now here the
most convenient is to use standard z,y coordinates, and denote our point as z = (z,y).
With this change made, and by setting K = GM, the equation of motion becomes:
Kz
[|z[]?
(2) The idea now is that the problem can be solved via some calculus. Let us write
indeed our vector z = (z,y) in polar coordinates, as follows:

= -

z =

r=rcosf , y=rsinf
We have then ||z|| = r, and our equation of motion becomes:
. Kz
A

Let us differentiate now x,y. By using the standard calculus rules, we have:
i =rcosh —rsind -0
§=rsind+rcosf -0
Differentiating one more time gives the following formulae:
i=icosf — 2rsinf -0 —rcosh -0 —rsinb -6

§ = 7sing+2rcosf-0 —rsind-6%+rcosh -0
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Consider now the following two quantities, appearing as coefficients in the above:
a =i — rb? , b =270+ rf
In terms of these quantities, our second derivative formulae read:
Z=acosf — bsinf

= asinf + bcos

(3) We can now solve the equation of motion from (1). Indeed, with the formulae that
we found for Z, 4, our equation of motion takes the following form:

K
acosf —bsinf = ——2(3089
r

K
asin® 4+ bcosf = ——28in0
r

But these two formulae can be written in the following way:

K K
(a+—2> cos) = bsinf | (a+—2) sinf = —bcos 6
r r

By making now the product, and assuming that we are in a non-degenerate case,
where the angle 0 varies indeed, we obtain by positivity that we must have:

K
r
(4) Let us first examine the second equation, b = 0. This can be solved as follows:

b=0 <= 20+76=0
e 05
0 T
—  (logh) = (=2logr)

— logl=—2logr+c

c A
<~ = ﬁ
As for the first equation the we found, namely a + K/r? = 0, this becomes:
. N K
r— ﬁ + 7‘_2 =0

As a conclusion to all this, in polar coordinates, x = r cos#, y = rsin @, our equations
of motion are as follows, with A being a constant, not depending on ¢:

LN KA

r2

r=— — —

r3 r2
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Even better now, by writing K = A\?/c, these equations read:

N1 oA
T_TZ r c ’ o2

(5) In order to study the first equation, we use a trick. Let us write:

") =
f(0(2))
Abbreviated, and by reminding that f takes 8 = 0(t) as variable, this reads:
1
T

With the convention that dots mean as usual derivatives with respect to ¢, and that
the primes will denote derivatives with respect to 8 = 0(t), we have:

LN Y

“m=p G =
By differentiating one more time with respect to ¢, we obtain:
. A 22
. "y " o 17
F=-=Af"0=—=\f e R

On the other hand, our equation for 7 found in (4) above reads:

LA/ A2 1
r = — —_— = = — f — —
r2 \r ¢ 72 1

Thus, in terms of f = 1/r as above, our equation for ¥ simply reads:

=

But this latter equation is elementary to solve. Indeed, both functions cost, sin t satisfy
g” + g = 0, so any linear combination of them satisfies as well this equation. But the
solutions of f” 4+ f = 1/c being those of ¢” + g = 0 shifted by 1/c, we obtain:

14+ ecosf +dsinf

f =
c
Now by inverting, we obtain the following formula:
c

"7 +ecosf + dsinf
(6) But this leads to the conclusion that the trajectory is a conic. Indeed, in terms of
the parameter 0, the formulae of the coordinates are:
ccost csin 6
T T1tccosf+osnd YT 1tecosh+osind

T
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Now observe that these two functions z, y satisfy the following formula:
2, ?(cos® 0 + sin” 0) c?
€T —_= =
Y (14+eccosf+dsinh)? (14 ecosf + dsinb)?

On the other hand, these two functions satisfy as well the following formula:

?(ecosf + dsinf — (1+5cos¢9+5sin0))2
(1+eccosh+ dsinh)?

02

(1+ecosf+ dsind)?
We conclude that our coordinates x, y satisfy the following equation:
2 +y* = (ex + 0y — c)?

But what we have here is an equation of a conic, and we are done. U

(ex + 0y —c)* =

With the above formulae in hand, we can work out how various inital speeds and
accelerations lead to various types of conics. The computations here are many, and very
interesting, and we will leave them as a long, pleasant and instructive exercise.

5b. Curves, surfaces

As a conclusion to what we did so far, conics are at the core of everything, mathematics,
physics, life. But, what is next? A natural answer to this question comes from:

DEFINITION 5.4. An algebraic curve in R? is the vanishing set
C= {(x,y) € R?|P(z,y) = 0}

of a polynomial P € R[X,Y] of arbitrary degree.

We already know well the algebraic curves in degree 2, which are the conics, and a first
problem is, what results from what we learned about conics have a chance to be relevant
to the arbitrary algebraic curves. And normally none, because the ellipses, parabolas and
hyperbolas are obviously very particular curves, having very particular properties.

Let us record however a useful statement here, as follows:

PROPOSITION 5.5. The conics can be written in cartesian, polar, parametric or com-
plex coordinates, with the equations for the unit circle being

?*+y* =1, r=1 , w=cost,y=sint , [|z]=1
and with the equations for ellipses, parabolas and hyperbolas being similar.

PROOF. The equations for the circle are clear, those for ellipses can be found in the
above, and we will leave as an exercise those for parabolas and hyperbolas. U
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As a true answer to our question now, coming this time from a very modest conic,
namely zy = 0, that we dismissed in the above as being “degenerate”, we have:
PROPOSITION 5.6. The following happen, for curves C defined by polynomials P:

(1) In degree d = 2, curves can have singularities, such as xy =0 at (0,0).
(2) In general, assuming P = Py ... Py, we have C =C1U...... UCy.

(3) A union of curves C; U Cj is generically non-smooth, unless disjoint.
(4) Due to this, we say that C' is non-degenerate when P is irreducible.

Proor. All this is self-explanatory, the details being as follows:

(1) This is something obvious, just the story of two lines crossing.

(2) This comes from the following trivial fact, with the notation z = (z,y):
P ...P(2)=0 <= Pi(2)=0, or P,(2) =0, ... , or P(2) =0

(3) This is something very intuitive, and it actually takes a bit of time to imagine a
situation where C; N Cy # 0, C1 ¢ Cy, Cy ¢ Cy, but C; U Cy is smooth. In practice
now, “generically” has of course a mathematical meaning, in relation with probability,
and our assertion does say something mathematical, that we are supposed to prove. But,
we will not insist on this, and leave this as an instructive exercise, precise formulation of
the claim, and its proof, in the case you are familiar with probability theory.

(4) This is just a definition, based on the above, that we will use in what follows. [

With degree 1 and 2 investigated, and our conclusions recorded, let us get now to
degree 3, see what new phenomena appear here. And here, to start with, we have the
following remarkable curve, well-known from calculus, because 0 is not a maximum or
minimum of the function x — y, despite the derivative vanishing there:

0=y

Also, in relation with set theory and logic, and with the foundations of mathematics
in general, we have the following curve, which looks like the empyset ():

(z—y)(@®+y* = 1) =0

But, it is not about counterexamples to calculus, or about logic, that we want to talk
about here. As a first truly remarkable degree 3 curve, or cubic, we have the cusp:

PROPOSITION 5.7. The standard cusp, which is the cubic given by

2% = y?

has a singularity at (0,0), with only 1 tangent line at that singularity.



5B. CURVES, SURFACES 117

PRrROOF. The two branches of the cusp are indeed both tangent to Ox, because:

J = £oVE = 1f(0) =0

Observe also that what happens for the cusp is different from what happens for xy = 0,
precisely because we have 1 line tangent at the singularity, instead of 2. U

As a second remarkable cubic, which gets the crown, and the right to have a Theorem
about it, we have the Tschirnhausen curve, which is as follows:

THEOREM 5.8. The Tschirnhausen cubic, given by the following equation,
x3 — 33'2 o 3y2
makes the dream of xy = 0 come true, by self-intersecting, and being non-degenerate.

Proor. This is something self-explanatory, by drawing a picture, but there are sev-
eral other interesting things that can be said about this curve, and the family of curves
containing it, depending on a parameter, and up to basic transformations, as follows:

(1) Let us start with the curve written in polar coordinates as follows:

7“COS3 (g) =a

With ¢ = tan(6/3), the equations of the coordinates are as follows:

r=a(l-3t%) , y=at(3—1)
Now by eliminating ¢, we reach to the following equation:

(a — x)(8a + z)* = 27ay?

(2) By translating horizontally by 8a, and changing signs of variables, we have:

r=3a(3—-1t*) , y=at(3—1?)
Now by eliminating ¢, we reach to the following equation:

7% = 9a(2? — 3y?)

But with @ = 1/9 this is precisely the equation in the statement. U

Let us get now to R3. Here we are right away into a dillema, because the plane curves
have two possible generalizations. First we have the algebraic curves in R3:

DEFINITION 5.9. An algebraic curve in R? is a curve as follows,

C = {(x,y,z) €ER3\P(x,y,2) =0, Q(z,y, 2) = 0}

appearing as the joint zeroes of two polynomials P, ().
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These curves look of course like the usual plane curves, and at the level of the phe-
nomena that can appear, these are similar to those in the plane, involving singularities
and so on, but also knotting, which is a new phenomenon. However, it is hard to say
something with bare hands about knots. We will be back to this, later in this book.

On the other hand, as another natural generalization of the plane curves, and this
might sound a bit surprising, we have the surfaces in R3, constructed as follows:

DEFINITION 5.10. An algebraic surface in R3 is a surface as follows,

S = {(x,y,z) € R? P(x,y,2) = 0}
appearing as the zeroes of a polynomial P.

The point indeed is that, as it was the case with the plane curves, what we have here
is something defined by a single equation. And with respect to many questions, having a
single equation matters a lot, and this is why surfaces in R? are “simpler” than curves in
R3. In fact, believe me, they are even the correct generalization of the curves in R2.

As an example of what can be done with surfaces, which is very similar to what we
did with the conics C' C R? earlier in this chapter, we have the following result:

THEOREM 5.11. The degree 2 surfaces S C R®, called quadrics, are the ellipsoid

2 2 2
(2 ()
a b c
which 1s the only compact one, plus 16 more, which can be explicitly listed.

Proor. We will be quite brief here, because we intend to rediscuss all this in a
moment, with full details, in arbitrary N dimensions, the idea being as follows:

(1) The equations for a quadric S C R? are best written as follows, with A € M;3(R)
being a matrix, B € Mj43(R) being a row vector, and C' € R being a constant:

< Au,u>+Bu+C =0

(2) By doing now the linear algebra, and we will come back to this in a moment, with
details, or by invoking the theorem of Sylvester on quadratic forms, we are left, modulo
degeneracy and linear transformations, with signed sums of squares, as follows:

+a?+ 2 £22=0,1

(3) Thus the sphere is the only compact quadric, up to linear transformations, and by
applying now linear transformations to it, we are led to the ellipsoids in the statement.

(4) As for the other quadrics, there are many of them, a bit similar to the parabolas
and hyperbolas in 2 dimensions, and some work here leads to a 16 item list. U
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With this done, instead of further insisting on the surfaces S C R3, or getting into
their rivals, the curves C' C R3, which appear as intersections of such surfaces, C' = SN,
let us get instead to arbitrary N dimensions, see what the axiomatics looks like there,
with the hope that this will clarify our dimensionality dillema, curves vs surfaces.

So, moving to N dimensions, we have here the following definition, to start with:

DEFINITION 5.12. An algebraic hypersurface in RY is a space of the form
S = {(a:l,...,a:N) e RY|P(z1,... an) = o,v@}
appearing as the zeroes of a polynomial P € R[xy, ..., xy].

Again, this is a quite general definition, covering both the plane curves C' C R and
the surfaces S C R2, which is certainly worth a systematic exploration. But, no hurry
with this, for the moment we are here for talking definitons and axiomatics.

In order to have now a full collection of beasts, in all possible dimensions N € N, and
of all possible dimensions k € N, we must intersect such algebraic hypersurfaces. We are
led in this way to the zeroes of families of polynomials, as follows:

DEFINITION 5.13. An algebraic manifold in RY is a space of the form
X = {(xl,...,a:N) c RY|P(zy,...,0n5) = O,Vi}
with P; € Rlzy, ..., xN] being a family of polynomials.

As a first observation, as already mentioned, such a manifold appears as an intersection
of hypersurfaces 5;, those associated to the various polynomials P;:

XleﬂﬂSr

There is actually a bit of a discussion needed here, regarding the parameter r € N,
shall we allow this parameter to be » = oo too, or not. We will discuss this later, with
some algebra helping, the idea being that allowing r» = oo forces in fact r < co.

As an announcement now, good news, what we have in Definition 5.13 is the good
and final notion of algebraic manifold, very general, and with the branch of mathematics
studying such manifolds being called algebraic geometry. In what follows we will discuss
a bit what can be done with this, as a continuation of our previous work on the plane
curves, at the elementary level. All this will lead us into the conclusion that we must first
develop commutative algebra, and come back to algebraic geometry afterwards.

Let us first look more in detail at the hypersurfaces. We have here:
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THEOREM 5.14. The degree 2 hypersurfaces S C RY, called quadrics, are up to de-
generacy and to linear transformations the hypersurfaces of the following form,
+ai4 ... +a2% =0,1
and with the sphere being the only compact one.

ProOOF. We have two statements here, the idea being as follows:

(1) The equations for a quadric S C RY are best written as follows, with A € My(R)
being a matrix, B € Mj,y(R) being a row vector, and C' € R being a constant:

<Az,x >+Bx+C =0

(2) By doing the linear algebra, or by invoking the theorem of Sylvester on quadratic
forms, we are left, modulo linear transformations, with signed sums of squares:

+al+ .. a2y =0,1

(3) To be more precise, with linear algebra, by evenly distributing the terms z;x;
above and below the diagonal, we can assume that our matrix A € My (R) is symmetric.
Thus A must be diagonalizable, and by changing the basis of RY, as to have it diagonal,
our equation becomes as follows, with D € My(R) being now diagonal:

< Dzx,z>+FEx+F =0

(4) But now, by making squares in the obvious way, which amounts in applying yet
another linear transformation to our quadric, the equation takes the following form, with
G € My(—1,0,1) being diagonal, and with H € {0,1} being a constant:

< Gr,x>=H

(5) Now barring the degenerate cases, we can further assume G € My(—1,1), and we
are led in this way to the equation claimed in (2) above, namely:

+al+ .. a2y =0,1

(6) In particular we see that, up to some degenerate cases, namely emptyset and point,
the only compact quadric, up to linear transformations, is the one given by:

i+ .ty =1
(7) But this is the unit sphere, so are led to the conclusions in the statement. U

Regarding now the examples of hypersurfaces S C R, or of more general algebraic
manifolds X C RY, there are countless of them, and it is impossible to have some discus-
sion started here, without being subjective. The unit sphere S]{{ 1 ¢ RY gets of course
the crown from everyone, as being the most important manifold after RY itself. But
then, passed this sphere, things ramify, depending on what exact applications of algebraic
geometry you have in mind. In what concerns me, here is my next favorite example:
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THEOREM 5.15. The invertible matrices A € My (R) lie outside the hypersurface
det A=0
and are therefore dense, in the space of all matrices My (R).

Proor. This is something self-explanatory, but with this result being some key in
linear algebra, all this is worth a detailed discussion, as follows:

(1) We certainly know from basic linear algebra that a matrix A € My (R) is invertible
precisely when it has nonzero determinant, det A # 0. Thus, the invertible matrices
A € My(R) are located precisely in the complement of the following space:

S = {A e MN(R))detA:o}

(2) We also know from basic linear algebra, or perhaps not so basic linear algebra,
that the determinant det A is a certain polynomial in the entries of A, of degree N:

det € R[X11,..., Xnn]

(3) We conclude from this that the above set S is a degree N algebraic hypersurface
in our sense, in the Euclidean space My (R) ~ R", with n = N2

(4) Now since the complements of non-trivial hypersurfaces S C R™ are obviously
dense, and if needing a formal proof here, for our above hypersurface S this is clear,
simply by suitably perturbing the matrix, and in general do not worry, we will be back
to this, with full details, we are led to the conclusions in the statement. Il

5c¢. Smooth manifolds

We already know about algebraic curves, then surfaces and other algebraic manifolds,
generalizing the conics, from the above. A second idea now, in order to generalize the
conics, is to look at the smooth manifolds, in the following sense:

DEFINITION 5.16. A smooth manifold is a space X which is locally isomorphic to RN .
To be more precise, this space X must be covered by charts, bijectively mapping open pieces
of it to open pieces of RN, with the changes of charts being C™ functions.

It is of course possible to talk as well about C* manifolds, with k& < oo, but this is
rather technical material, that we will not get into, in this book.

As basic examples of smooth manifolds, we have R¥ itself, or any open subset X C R,
with only 1 chart being needed here. Other basic examples include the circle, or curves
like ellipses and so on, for obvious reasons. To be more precise, the unit circle can be
covered by 2 charts as above, by using polar coordinates, in the obvious way, and then by
applying dilations, translations and other such transformations, namely bijections which
are smooth, we obtain a whole menagery of circle-looking manifolds.
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Here is a more precise statement in this sense, covering the conics:

THEOREM 5.17. The following are smooth manifolds, in the plane:
(1) The circles.
(2) The ellipses.
(3) The non-degenerate conics.
(4) Smooth deformations of these.

Proor. All this is quite intuitive, the idea being as follows:

(1) Consider the unit circle, 2% + y? = 1. We can write then x = cost, y = sint, with
t € [0,27), and we seem to have here the solution to our problem, just using 1 chart.
But this is of course wrong, because [0, 27) is not open, and we have a problem at 0. In
practice we need to use 2 such charts, say with the first one being with ¢ € (0,37/2),
and the second one being with ¢ € (m,57/2). As for the fact that the change of charts
is indeed smooth, this comes by writing down the formulae, or just thinking a bit, and
arguing that this change of chart being actually a translation, it is automatically linear.

(2) This follows from (1), by pulling the circle in both the Ox and Oy directions, and
the formulae here, based on those for ellipses from chapter 1, are left to you reader.

(3) We already have the ellipses, and the case of the parabolas and hyperbolas is
elementary as well, and in fact simpler than the case of the ellipses. Indeed, a parablola
is clearly homeomorphic to R, and a hyperbola, to two copies of R.

(4) This is something which is clear too, depending of course on what exactly we mean
by “smooth deformation”, and by using a bit of multivariable calculus if needed. O

In higher dimensions, as basic examples, we have the spheres, as shown by:
THEOREM 5.18. The sphere is a smooth manifold.

PROOF. There are several proofs for this, all instructive, as follows:

(1) A first idea is to use spherical coordinates, which are as follows:
(

T = rcost;

Lo = rsint; costy

TN_1 = rsint;sinty...sinty_scosty_1
(Zn = rsintysinty...sinty_osinty_g

Indeed, these coordinates produce explicit charts for the sphere.

(2) A second idea, which makes use of less charts, and to be more precise, only 2
charts, is to use the stereographic projection, given by inverse maps as follows:

®:RY - S — {0} , V:SY —{cc} = RY
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To be more precise, we have an isomorphism RY ~ S&¥ —{oo}, obtained by identifying
RY = RY x {0} € RY¥*! with the unit sphere S§ C R¥*! with the convention that the
point which is added is oo = (1,0, ...,0), and the correspondences are given by:

2 x
(-1 U =

Indeed, in one sense, we must have a formula as follows for our map ®, with the
parameter ¢ € (0, 1) being such that ||®(v)|| = 1:

P(v) =t(0,v) + (1 —¢)(1,0)
The equation for the parameter ¢t € (0, 1) can be solved as follows:
1=t +8p[P=1 <= 1+]|p])=2t
B 2
L Jof?
Thus, we obtain ®. In the other sense now we must have, for a certain o € R:
(0,¥(c,z)) = ale,z) + (1 — a)(1,0)
But from ac+ 1 — a = 0 we get the following formula for the parameter a:
1
T 1-c

Thus, we are led to the above formula for the inverse map W.

P(v) = (1,0) +

—

«

(3) Next, we have as well cylindrical coordinates for the sphere, as well as many other
types of more specialized coordinates, which can be useful in physics, plus of course, in
disciplines like geography, economics and so on. There are many interesting computations
that can be done here, and we will be back to these, on a regular basis in what follows,
once we will know more about smooth manifolds, and their properties. U

As another basic examples of smooth manifolds, we have the projective spaces:

THEOREM 5.19. The projective space Pﬂév’l 1s a smooth manifold, with charts

X1 Ti—1 Ti4+1 TN
(x1,...,zn) = [ —, .-+, , e, —

where x; # 0. This manifold is compact, and of dimension N — 1.

Proor. We know that P]év ~1 appears as the space of lines in RY passing through
the origin, so we have the following formula, with ~ being the proportionality of vectors,
given as usual by z ~ y when x = Ay, for some scalar \ # 0:

PY =RY — {0}/ ~

Alternatively, we can restrict if we want the attention to the vectors on the unit sphere
SH~1 c R¥, and this because any line in RY passing through the origin will certainly
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cross this sphere. Moreover, it is clear that our line will cross the sphere in exactly two
points +x, and we conclude that we have the following formula, with ~ being now the
proportionality of vectors on the sphere, given by z ~ y when x = +y:

P =S

With this discussion made, let us get now to what is to be proved. Obviously, once
we fix an index i € {1,..., N}, the condition x; # 0 on the vectors x € RY — {0} defines
an open subset U; C Pﬂév ~1 and the open subsets that we get in this way cover P]éV -1

PY'=U,u...uUy

Moreover, the map in the statement is injective U; — R¥~! and it is clear too that
the changes of charts are C"*°. Thus, we have our smooth manifold, as claimed. O

5d. Tangent spaces

Tangent spaces.

5e. Exercises

This chapter was a standard introduction to geometry at large, both algebraic and
differential, and as exercises on all this, we have:

EXERCISE 5.20. Clarify all the details, in the basic properties of conics.
EXERCISE 5.21. Work out some more on gravity, based on the above.
EXERCISE 5.22. Find the formulae for all conics, in all types of coordinates.
EXERCISE 5.23. Read about the higher degree algebraic plane curves.
EXERCISE 5.24. Read also about the surfaces in R3, beyond the above.
EXERCISE 5.25. What is the best way to draw a map of the Farth?
EXERCISE 5.26. Learn more about projective spaces, and their properties.
EXERCISE 5.27. Compute tangent spaces, for all manifolds that we know.

As bonus exercise, complementary to what we will be doing here, read some algebraic
geometry. This is the true classical geometry, that must be known too.
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Embedded manifolds

6a. Implicit functions

Implicit functions.

6b. Embedded manifolds
Embedded manifolds.

6¢c. Lagrange multipliers

We discuss now some more specialized topics, in relation with optimization. First of
all, thinking well, the functions that we have to minimize or maximize, in the real life,
are often defined on a manifold, instead of being defined on the whole RY. Fortunately,
the good old principle f’(x) = 0 can be adapted to the manifold case, as follows:

PRINCIPLE 6.1. In order for a function f : X — R defined on a manifold X to have
a local extremum at x € X, we must have, as usual

F'(z) =0

but with this taking into account the fact that the equations defining the manifold count
as well as “zero”, and so must be incorporated into the formula f'(z) = 0.

Obviously, we are punching here about our weight, because our discussion about man-
ifolds from chapter 5 was quite amateurish, and we have no tools in our bag for proving
such things, or even for properly formulating them. However, we can certainly talk about
all this, a bit like physicists do. So, our principle will be the one above, and in practice,
the idea is that we must have a formula as follows, with g; being the constraint functions
for our manifold X, and with \; € R being certain scalars, called Lagrange multipliers:

fl(z) = Z Aigi(x)

As a basic illustration for this, our claim is that, by using a suitable manifold, and a
suitable function, and Lagrange multipliers, we can prove in this way the Holder inequality,
that we know well of course, but without any computation. Let us start with:

125
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PROPOSITION 6.2. For any exponent p > 1, the following set

S, = {x e RN) ;\xi]” - 1}

is a submanifold of R™.

Proor. We know from chapter 5 that the unit sphere in RY is a manifold. In our
terms, this solves our problem at p = 2, because this unit sphere is:

52:{$ERN‘ZI?:1}

Now observe that we have a bijection S, ~ S, at least on the part where all the
coordinates are positive, x; > 0, given by the following function:

2/p

%

T, — T
Thus we obtain that .S, is indeed a manifold, as claimed. g

We already know that the manifold S, constructed above is the unit sphere, in the
case p = 2. In order to have a better geometric picture of what is going on, in general,
observe that S, can be constructed as well at p = 1, as follows:

S = {ZEERN‘Z|ZL’z| :1}

However, this is no longer a manifold, as we can see for instance at N = 2, where we
obtain a square. Now observe that we can talk as well about p = oo, as follows:

Seo = {xERN’sup|xi| = 1}

This letter set is no longer a manifold either, as we can see for instance at N = 2,
where we obtain again a square, containing the previous square, the one at p = 1.

With these limiting constructions in hand, we can have now a better geometric picture
of what is going on, in the general context of Proposition 6.2. Indeed, let us draw, at
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N = 2 for simplifying, our sets S, at the values p = 1,2, oo of the exponent:

We can see that what we have is a small square, at p = 1, becoming smooth and
inflating towards the circle, in the parameter range p € (1, 2], and then further inflating,
in the parameter range p € [2, 00), towards the big square appearing at p = oco.

With these preliminaries in hand, we can formulate our result, as follows:

THEOREM 6.3. The local extrema over S, of the function
flx) = Zﬂfzyz
can be computed by using Lagrange multipliers, and this gives
1/p 1/q
S| < (Shat) - (Sr)

with 1/p+1/q = 1, that is, the Holder inequality, with a purely geometric proof.

PrRoOOF. We can restrict the attention to the case where all the coordinates are posi-
tive, x; > 0 and y; > 0. The derivative of the function in the statement is:

f/(ﬁ,’) - (ylv"'vyN)
On the other hand, we know that the manifold S, appears by definition as the set of
zeroes of the function ¢(z) = )", ¥ — 1, having derivative as follows:
—1 -1
(p,(JZ) :p(xll) ""7:135)\[ )
Thus, by using Lagrange multipliers, the critical points of f must satisfy:

Lok h

In other words, the critical points must satisfy z; = )\yil /e 71), for some A > 0, and by

using now >, 2% =1 we can compute the precise value of A, and we get:

—-1/p
\ = <Z yf/(p1)>

(Y1, yn) ~ (2
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Now let us see what this means. Since the critical point is unique, this must be a
maximum of our function, and we conclude that for any x € S,, we have:

inyi < Z/\yl/p Y Yi
= (Zyp/p 1)1 "

(3

Thus we have Holder, and the general case follows from this, by rescaling. U

As a second illustration for the method of Lagrange multipliers, this time in relation
with certain questions from linear algebra, let us discuss the Hadamard matrices. In the
real case, the basic theory of these matrices is as follows:

THEOREM 6.4. The real Hadamard matrices, H € My(—1,1) having pairwise orthog-

onal rows, have the following properties:

(1) The set of Hadamard matrices is Xy = Mn(—1,1) N/ NOy.

(2) In order to have Xy # 0, the matrixz size must be N € {2} U 4N.

(3) For H € My(—1,1) we have | det H| < N™/2, with equality when H is Hadamard.
(4) ForU € Oy we have ||U||1 < NV'N, with equality when H = /NU is Hadamard.

PROOF. Many things going on here, the idea being as follows:
1) This is just a reformulation of the Hadamard matrix condition.

(

(2) This follows by playing with the first 3 rows, exercise for you.

(3) This follows from our definition of the determinant, as a signed volume.
(

4) This follows from ||U||s = v/N and Cauchy-Schwarz, easy exercise for you. O

All the above is quite interesting, and (1,2) raise the question of finding the correct
generalizations of the Hadamard matrices, at N ¢ {2} U4N. But the answer here comes
from (3,4), which suggest looking either at the maximizers of |det| on My(—1,1), or of
||.]ls on v/ NOy. By following this latter way, we are led to the following question:

QUESTION 6.5. What are the critical points of the 1-norm on Oy ?

And, good news, we can solve this latter question by using the theory of Lagrange
multipliers developed in the above, the result here being as follows:
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THEOREM 6.6. An orthogonal matriz with nonzero entries is a critical point of

U1 = Uyl

]
precisely when SU" is symmetric, where S;; = sgn(Uj;).

PROOF. We regard Oy as a real algebraic manifold, with coordinates U;;. This man-
ifold consists by definition of the zeroes of the following polynomials:

Aij = Z UiUjk — 0ij
k

Thus U € Oy is a critical point of F(U) = ||U||; when the following is satisfied:
dF € span(dA;;)
Regarding the space span(dA;;), this consists of the following quantities:

> MydAy; = Y Miy(UndUs + UpdUs)
(%)

ijk

ij ij
In order to compute dF', observe first that, with S;; = sgn(U;;), we have:

! ! Uij

= 5;;dU;;
Thus dF = Zij S;;dUs5, and so U € Oy is a critical point of F' precisely when there
exists a matrix M € My(R) such that the following two conditions are satisfied:
S=MU , S=MU
Now observe that these two equations can be written as follows:
M'=SU" |, M=SU"

Thus, the matrix SU? must be symmetric, as claimed. U

6d. Gradient method
Gradient method.
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Exercises:
EXERCISE 6.7.
EXERCISE 6.8.

EXERCISE 6.9.

EXERCISE 6.10.
EXERCISE 6.11.
EXERCISE 6.12.
EXERCISE 6.13.

EXERCISE 6.14.

Bonus exercise.

6. EMBEDDED MANIFOLDS

6e. Exercises



CHAPTER 7

Symmetric spaces

7a. Lie groups

Our aim here is to discuss some key applications of differential geometry techniques,
to the study of the continuous groups of matrices. Before that, however, let us do some
ad-hoc computations, in low dimensions, which are both instructive, and very useful. We
first have the following result, regarding the main group here, which is SUs:

THEOREM 7.1. We have the formula

. r+iy z41t ‘2 9 9 9
SUQ—{(_ZJrl.t x—z’y) Yy + 27+t —1}

which makes SUy isomorphic to the unit real sphere Sy C R3.

PROOF. By solving U* = U~!, under the assumption det U = 1, we obtain:

SU, = {(_“5 2) [ Jaf? + b = 1}

Now let us write our parameters a,b € C, which belong to the complex unit sphere
S¢ € C?, in terms of their real and imaginary parts, as follows:

a=zx+1iy , b=z+it

In terms of z,y, z,t € R, our formula for a generic matrix U € SU, becomes the one
in the statement. As for the condition to be satisfied by the parameters z,y, z,t € R, this
comes the condition |a|* + |b]?> = 1 to be satisfied by a, b € C, which reads:

Py =1
Thus, we are led to the conclusion in the statement. Regarding now the last assertion,
recall that the unit sphere S3 C R* is given by:

Sp = {(m,y,z,t) ’ x2+y2—|—22+t2:1}

Thus, we have an isomorphism of compact spaces, as follows:

a3 r+iy z4t
SUy ~ Sp (—z+z’t x_@.y)—)(w,y,z,t)

We have therefore proved our theorem. U

131
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As a continuation of this material, we have the following result:

THEOREM 7.2. We have the following formula,
SU, = {xcl+y02+zc3—l—tc4 ‘ $2+y2+z2+t2 = 1}

where cq, o, c3,c4 are the Pauli matrices, given by:

(10 (i 0
“a=\o 1 ) “2=\0 —i
(0 1 O
B=\-1 0 ’ “=\i o0

Proor. We recall from Theorem 7.1 that the group SU, can be parametrized by the
real sphere S3 C R?, in the following way:

_ r+iy z+iat ‘2 9 5 o
SUZ—{(_Z_H.t :U—z'y) rr+y +27 4+t —1}

Thus, the elements U € SU, are precisely the matrices as follows, depending on
parameters z,y, z,t € R satisfying 22 +y? + 22 +t? = 1:

10 1 0 0 1 0 1
re o) erlo ) e (o) e o)
But this gives the formula for SU; in the statement. U

The above result is often the most convenient one, when dealing with SU,. This is
because the Pauli matrices have a number of remarkable properties, which are very useful
when doing computations. These properties can be summarized as follows:

PROPOSITION 7.3. The Pauli matrices multiply according to the formulae

cg = c% = ci =—1
CoC3 = —(C3C2 = (4
C3Cq = —C4C3 = C2
C4Cy = —C2Cy = C3

they conjugate according to the following rules,
cg=¢C,C=—C, Ch=—C, C,=—C
and they form an orthonormal basis of Ms(C), with respect to the scalar product
< a,b>=tr(ab")

with tr : My(C) — C being the normalized trace of 2 x 2 matrices, tr = Tr /2.
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PRrOOF. The first two assertions, regarding the multiplication and conjugation rules
for the Pauli matrices, follow from some elementary computations. As for the last as-
sertion, this follows by using these rules. Indeed, the fact that the Pauli matrices are
pairwise orthogonal follows from computations of the following type, for i # j:

< ci,¢5 >=tr(cicj) = tr(Ecicj) = tr(£e,) =0
As for the fact that the Pauli matrices have norm 1, this follows from:
< ¢ c >=tr(ccl) =tr(£c?) =tr(c)) =1
Thus, we are led to the conclusion in the statement. O

Regarding now the basic unitary groups in 3 or more dimensions, the situation here
becomes fairly complicated. It is possible however to explicitly compute the rotation
groups SO3 and O3, and explaining this result, due to Euler-Rodrigues, which is something
non-trivial and very useful, for all sorts of practical purposes, will be our next goal.

The proof of the Euler-Rodrigues formula is something quite tricky. Let us start with
the following construction, whose usefulness will become clear in a moment:

PROPOSITION 7.4. The adjoint action SUs ~ My(C), given by

Ty(M)=UMU*
leaves invariant the following real vector subspace of My(C),
E = spang(cy, 2, 3, ¢4)

and we obtain in this way a group morphism SUy — G L4(R).

PROOF. We have two assertions to be proved, as follows:

(1) We must first prove that, with £ C My(C) being the real vector space in the
statement, we have the following implication:

UeSUy,Me F — UMU* e FE

But this is clear from the multiplication rules for the Pauli matrices, from Proposition
7.3. Indeed, let us write our matrices U, M as follows:

U= xTrcy +y02 + zc3 —|—tC4

M = acy + beg + ces + dey

We know that the coefficients x,y,2,t and a,b,c,d are real, due to U € SU; and
M € E. The point now is that when computing UM U™, by using the various rules from
Proposition 7.3, we obtain a matrix of the same type, namely a combination of ¢1, ¢s, ¢3, ¢4,
with real coefficients. Thus, we have UMU* € E, as desired.
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(2) In order to conclude, let us identify E ~ R* by using the basis c1, ¢o, 3, 4. The
result found in (1) shows that we have a correspondence as follows:

SU, = My(R) , U—= (Tv)e
Now observe that for any U € SU; and any M € M,(C) we have:

TyTy (M) =U"UMUU = M
Thus Ty~ = Ty;', and so the correspondence that we found can be written as:

SU, = GLy(R) , U— (Tv)e
But this a group morphism, due to the following computation:

TyTy (M) =UVMV*U* =Tyy (M)

Thus, we are led to the conclusion in the statement. U

The point now, which makes the link with SO3, and which will ultimate elucidate the
structure of SOs, is that Proposition 7.4 can be improved as follows:

THEOREM 7.5. The adjoint action SUs ~ Ms(C), given by
Ty(M)=UMU*
leaves invariant the following real vector subspace of My(C),
F = spang(cz, c3, ¢4)
and we obtain in this way a group morphism SUy — SOs.
ProoF. We can do this in several steps, as follows:

(1) Our first claim is that the group morphism SU; — G L4(R) constructed in Propo-
sition 7.4 is in fact a morphism SU; — Oy. In order to prove this, recall the following
formula, valid for any U € SUs, from the proof of Proposition 7.4:

Ty- =Ty

We want to prove that the matrices Ty € GL4(R) are orthogonal, and in view of the
above formula, it is enough to prove that we have:

T; = (Ty)'
So, let us prove this. For any two matrices M, N € E, we have:
<Ty«(M),N > = <U*MU,N >
= tr(U"MUN)
= tr(MUNU")
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On the other hand, we have as well the following formula:
< (Ty)"(M),N > = < M,Ty(N) >
= <M,UNU" >
= tr(MUNUY)
Thus we have indeed T}, = (Tyy)*, which proves our SUs; — Oy claim.

(2) In order now to finish, recall that we have by definition ¢; = 1, as a matrix. Thus,
the action of SU, on the vector ¢; € E is given by:

TU(Cl) :UclU* =UU" :]_:Cl

We conclude that ¢; € F is invariant under SU,, and by orthogonality the following
subspace of E must be invariant as well under the action of SUs:

ef = spang(ca, c3, C4)

Now if we call this subspace F, and we identify F' ~ R3 by using the basis ¢y, c3, c4,
we obtain by restriction to F' a morphism of groups as follows:

SU2 — 03

But since this morphism is continuous and SUs is connected, its image must be con-
nected too. Now since the target group decomposes as O3 = SO3U (—S0O3), and 1 € SU;
gets mapped to 1 € SO3, the whole image must lie inside SO3, and we are done. O

The above result is quite interesting, because we will see in a moment that the mor-
phism SU; — SOj3 constructed there is surjective. Thus, we will have a way of parametriz-
ing the elements V' € SO;3 by elements U € SO,, and so ultimately by parameters
(z,9,2,t) € S3. In order to work out all this, let us start with the following result,
coming as a continuation of Proposition 7.4, independently of Theorem 7.5:

PROPOSITION 7.6. With respect to the standard basis ¢y, co,c3,c4 of the vector space
R* = span(cy, ca, c3,¢4), the morphism T : SUs — GLy(R) is given by:

1 0 0 0
o |0 o2+ y? — 22— 2(yz — xt) 2(xz + yt)
Y710 2(xt + yz) 2?4 2% —y? — ¢ 2(zt — xy)
0 2yt —xz) Ay +2t) 2?12 —y? =2

Thus, when looking at T as a group morphism SUy — Oy, what we have in fact is a group
morphism SUs — Os, and even SUs — SO3.

Proor. With notations from Proposition 7.4 and its proof, let us first look at the
action L : SUy ~ R* by left multiplication, which is by definition given by:

Ly(M)=UM
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In order to compute the matrix of this action, let us write, as usual:
U= xrcey + YCo + zc3 + tC4

M = ac; + beg + ces + dey

By using the multiplication formulae in Proposition 7.3, we obtain:

UM = (xcy+ycs+ zes + teg)(acy + bes + ces + dey)
= (xa—yb—zc—td)e
+ (2b+ya+ zd —tc)es
+ (zc—yd+ za+th)cs
+ (zd+yc—zb+ta)ey
We conclude that the matrix of the left action considered above is:
r -y —z —t
y x -t =z
z z -y
t —z Yy x

Ly =

Similarly, let us look now at the action R : SU, ~ R* by right multiplication, which
is by definition given by the following formula:

Ry(M) = MU*
In order to compute the matrix of this action, let us write, as before:
U= xrcy + yca + zc3 + tC4
M = acy + beg + ces + dey
By using the multiplication formulae in Proposition 7.4, we obtain:
MU* = (acy + bcg + ce3 + dey)(xey — yeo — zeg — tey)
= (ax +by+cz+dt)c
+ (—ay+bx —ct + dz)cy
+ (—az+bt+ cx —dy)cs
+ (—at —bz+ cy + dx)cy

We conclude that the matrix of the right action considered above is:

<
+ 8

1

N
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Now by composing, the matrix of the adjoint matrix in the statement is:

Ty = RylLy
r Yy =z t x -y —z —t
. -y x -t =z Yy x -t =z
|-zt o —y z t T -y
-t -z vy x t —2 y
1 0 0 0
N O e e T e 2(yz — at) 2(xz + yt)
I ) 2(zt + yz) 2 4 22—y — ¢ 2(zt — xy)
0 2(yt — x2) 2(zy + zt) 22+ 12—y — 22

Thus, we have indeed the formula in the statement. As for the remaining assertions,
these are all clear either from this formula, or from Theorem 7.5. U

We can now formulate the Euler-Rodrigues result, as follows:

THEOREM 7.7. We have a double cover map, obtained via the adjoint representation,

SUQ — 503
and this map produces the Euler-Rodrigues formula
2 4y — 2% — P 2(yz — at) 2(xz + yt)
U= 2(xt + y2) 2?2422 — 2 12 2(zt — xy)
2(yt — x2) 2(xy + zt) 22+t —y? = 22

for the generic elements of SOs.

Proor. We know from the above that we have a group morphism SU; — SOj, given
by the formula in the statement, and the problem now is that of proving that this is a
double cover map, in the sense that it is surjective, and with kernel {1}.

(1) Regarding the kernel, this is elementary to compute, as follows:
ker(SU, — SO3) = {U € SUs| Ty (M) = M,YM € E}

_ {U € SUL|UM = MUYM € E}

- {U € SU,|U¢; = ciU,W}
- {1}

(2) Thus, we are done with this, and as a side remark here, this result shows that our
morphism SU; — SO3 is ultimately a morphism as follows:

PUQ C SOg y pU2 = SUQ/{:El}
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Here P stands for “projective”, and it is possible to say more about the construction
G — PG, which can be performed for any subgroup G C Uy. But we will not get here
into this, our next goal being that of proving that we have PU, = SOs.

(3) We must prove now that the morphism SUs; — SOj is surjective. This is something
non-trivial, and there are several advanced proofs for this, as follows:

— A first proof is by using Lie theory. To be more precise, the tangent spaces at 1
of both SU; and SO3 can be explicitly computed, by doing some linear algebra, and the
morphism SU; — SO; follows to be surjective around 1, and then globally.

— Another proof is via representation theory. Indeed, the representations of SU; and
SO;3 are subject to very similar formulae, called Clebsch-Gordan rules, and this shows
that SU; — SOj5 is surjective. We will discuss later, too.

— Yet another advanced proof, which is actually quite bordeline for what can be called
“proof”, is by using the ADE/McKay classification of the subgroups G C SOs, which
shows that there is no room strictly inside SOj3 for something as big as PUs.

(4) In short, with some good knowledge of group theory, we are done. However, this
is not our case, and we will present in what follows a more pedestrian proof, which was
actually the original proof, based on the fact that any rotation U € SO3 has an axis.

(5) As a first computation, let us prove that any rotation U € Im(SUy; — SOs3) has
an axis. We must look for fixed points of such rotations, and by linearity it is enough to
look for fixed points belonging to the sphere S3 C R3. Now recall that in our picture for
the quotient map SU, — SOjz, the space R? appears as F = spang(cs, c3, ¢4), naturally
embedded into the space R? appearing as E = spang(cy, ¢a, 3, ¢4). Thus, we must look
for fixed points belonging to the sphere Si C R* whose first coordinate vanishes. But, in
our R* = E picture, this sphere S3 is the group SU,. Thus, we must look for fixed points
V € SU, whose first coordinate with respect to ¢y, cs, c3, ¢4 vanishes, which amounts in
saying that the diagonal entries of V' must be purely imaginary numbers.

(6) Long story short, via our various identifications, we are led into solving the equation
UV = VU with U,V € SU,, and with V having a purely imaginary diagonal. So, with
standard notations for SUs;, we must solve the following equation, with p € iR:

(5= ) (5 0)

(7) But this is something which is routine. Indeed, by identifying coefficients we obtain
the following equations, each appearing twice:

bg=bg , blp—p) =(a—a)g
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In the case b = 0 the only equation which is left is ¢ = 0, and reminding that we must
have p € 1R, we do have solutions, namely two of them, as follows:

v 0
s

(8) In the remaining case b # 0, the first equation reads bg € R, so we must have ¢ = A\b
with A € R. Now with this substitution made, the second equation reads p—p = A(a—a),
and since we must have p € iR, this gives 2p = A(a — a). Thus, our equations are:

a—a
2

Getting back now to our problem about finding fixed points, assuming |a|> + [b]* = 1
we must find A € R such that the above numbers p, ¢ satisfy |p|? + |¢|> = 1. But:

q=XAb , p=A-

2

a—a

P+ la? = P2+ \A-

= N(b]* + Im(a)?)
= A*(1— Re(a)?)
Thus, we have again two solutions to our fixed point problem, given by:
PR S
1 — Re(a)?

(9) Summarizing, we have proved that any rotation U € Im(SU; — SOj3) has an
axis, and with the direction of this axis, corresponding to a pair of opposite points on the
sphere S3 C R3, being given by the above formulae, via Sz C S3 = SUs.

(10) In order to finish, we must argue that any rotation U € SO3 has an axis. But
this follows for instance from some topology, by using the induced map S3 — S3. Now
since U € SOj3 is uniquely determined by its rotation axis, which can be regarded as a
point of SZ/{+1}, plus its rotation angle ¢ € [0,27), by using Sz C Si = SU, as in (9)
we are led to the conclusion that U is uniquely determined by an element of SUs/{£1},
and so appears indeed via the Euler-Rodrigues formula, as desired. Il

Regarding now O3, the extension from SQOj is very simple, as follows:

THEOREM 7.8. We have the Fuler-Rodrigues formula

e e TR 2(yz — xt) 2(xz + yt)
U=+ 2(xt + yz) e Tl 2(2t — xy)
2(yt — x2) 2(xy + 2t) e

for the generic elements of Os.
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PrROOF. This follows from Theorem 7.7, because the determinant of an orthogonal
matrix U € O3 must satisfy det U = £1, and in the case det U = —1, we have:
det(—U) = (=1)*detU = —det U = 1

Thus, assuming det U = —1, we can therefore rescale U into an element —U € SOs,
and this leads to the conclusion in the statement. U

With the above small N examples worked out, let us discuss now the general theory,
at arbitrary values of N € N. In the real case, we have the following result:

PROPOSITION 7.9. We have a decomposition as follows, with SOy consisting by def-
inition of the orthogonal matrices having determinant —1:

Oy = SOy U SOy
Moreover, when N is odd the set SO;,1 is simply given by SO = —SOy.

PROOF. The first assertion is clear from definitions, because the determinant of an
orthogonal matrix must be £1. The second assertion is clear too, and we have seen this
already at N = 3, in the proof of Theorem 7.8. Finally, when N is even the situation is
more complicated, and requires complex numbers. We will be back to this. Il

In the complex case now, the result is simpler, as follows:

PROPOSITION 7.10. We have a decomposition as follows, with SUE consisting by def-
inition of the unitary matrices having determinant d € T:

Oy = SU%
deT

Moreover, the components are SU% = f - SUy, where f € T is such that f~N = d.

PrROOF. This is clear from definitions, and from the fact that the determinant of a
unitary matrix belongs to T, by extracting a suitable square root of the determinant. [J

It is possible to use the decomposition in Proposition 7.10 in order to say more about
what happens in the real case, in the context of Proposition 7.9, but we will not get
into this. We will basically stop here with our study of Oy, Uy, and of their versions
SOy, SUy. As a last result on the subject, however, let us record:

THEOREM 7.11. We have subgroups of Oy, Uy constructed via the condition
(det U)* =1
with d € NU {00}, which generalize both On,Ux and SOy, SUy.

ProoF. This is indeed from definitions, and from the multiplicativity property of the
determinant. We will be back to these groups, which are quite specialized, later on. [



7B. LIE ALGEBRAS 141
7b. Lie algebras
In relation with differential geometry, let us start with the following definition:

DEFINITION 7.12. A Lie algebra is a vector space g with an operation (x,y) — [z,v],
called Lie bracket, subject to the following conditions:

(1) [ +y, 2l = [z, 2] + [y, 2], [w,y + 2] = [z,9] + [, 2].
(2) [Ae,y] = [, My = Al y).

(3) [z, 2] = 0.

(4) [z, ], 2] + [ly, 2], 2] + [z, 2], ] = 0.

As a basic example, consider a usual, associative algebra A. We can define then the
Lie bracket on it as being the usual commutator, namely:
[z,y] = zy — ya

The above axioms (1,2,3) are then clearly satisfied, and in what regards axiom (4),
called Jacobi identity, this is satisfied too, the verification being as follows:

[z, 9), 2] + [y, =), 2] + [[2,2], 4]

= ey —yx, 2]+ [yz — 2y, 2] + [22 — 22, Y]

= XYz —yYyxrz — 2y + 2yxr + Yyzox — 2yxr — xYyz + x2y + 2xy — x2Y — YT + YTz
0

We will show in a moment that up to a certain abstract operation g — Ug, called
enveloping Lie algebra construction, any Lie algebra appears in this way, with its Lie
bracket being formally given by [z,y] = zy — yx. Before that, however, you might wonder
where that Gothic letter g comes from. That comes from the following fundamental result,
making the connection with the theory of groups, denoted as usual by G:

THEOREM 7.13. Given a Lie group G, that is, a group which is a smooth manifold,
with the group operations being smooth, the tangent space at the identity

g ="Ti(G)
is a Lie algebra, with its Lie bracket being basically a usual commutator.
ProOF. This is something non-trivial, the idea being as follows:

(1) Let us first have a look at the orthogonal and unitary groups Oy, Ny. These
are both Lie groups, and the corresponding Lie algebras oy,uy can be computed by
differentiating the equations defining Oy, Uy, with the conclusion being as follows:

on = {A € MN(R)‘At - —A}

Uy = {B € MN(C)‘B* - —B}
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This was for the correspondences Oy — oy and Uy — uy. In the other sense, the
correspondences oy — Oy and uy — Uy appear by exponentiation, the result here
stating that, around 1, the orthogonal matrices can be written as U = e4, with A € oy,
and the unitary matrices can be written as U = e?, with B € uy.

(2) Getting now to the Lie bracket, the first observation is that both oy, uy are stable
under the usual commutator of the N x N matrices. Indeed, assuming that A, B € My(R)
satisfy A* = —A, B' = —B, their commutator satisfies [A, B] € My (R), and:

[A,B]' = (AB— BA)!

— BtAt_AtBt
= BA-AB
= _[Av B]

Similarly, assuming that A, B € My(C) satisfy A* = —A, B* = — B, their commutator
[A, B] € Mx(C) satisfies the condition [A4, B]* = —[A, BJ.

(3) Thus, both tangent spaces oy, uy are Lie algebras, with the Lie bracket being the
usual commutator of the N x N matrices. It remains now to see what happens to the Lie
bracket when exponentiating, and the formula here is as follows:

olABl _ ,AB-BA

But the term on the right can be understood in terms of the differential geometry of
On, Uy, and the situation is similar when dealing with an arbitrary Lie group G. U

With this understood, let us go back to the arbitrary Lie algebras, as axiomatized
in Definition 7.12. There is an obvious analogy there with the axioms for the usual,
associative algebras, and based on this analogy, we can build some abstract algebra theory
for the Lie algebras. Let us record some basic results, along these lines:

PROPOSITION 7.14. Let g be a Lie algebra. If we define its ideals as being the vector
spaces i C g satisfying the condition
reiyeg = [v,yl €i

then the quotients g/i are Lie algebras. Also, given a morphism of Lie algebras f : g — b,
its kernel ker(f) C g is an ideal, and we have g/ ker(f) = Im(f).

Proor. All this is very standard, exactly as in the case of the associative algebras,
and we will leave the various verifications here as an instructive exercise. O

Getting now to the point, remember our claim from the discussion after Definition
7.12, stating that up to a certain abstract operation g — Ug, called enveloping Lie
algebra construction, any Lie algebra appears in fact from the “trivial” associative algebra
construction, that is, with its Lie bracket being formally a usual commutator:

[x,y] = 2y —yx
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Time now to clarify this. The result here, making as well to the link with the various
Lie group considerations from Theorem 7.13 and its proof, is as follows:

THEOREM 7.15. Given a Lie algebra g, define its enveloping Lie algebra Ug as being
the quotient of the tensor algebra of g, namely

T(g) = P o™
k=0
by the following associative algebra ideal, with x,y ranging over the elements of g:
I=<z®@y—-y®z—|r,y] >
Then Ug is an associative algebra, so it is a Lie algebra too, with bracket
[z, y] = 2y — yx
and the standard embedding g C Ug is a Lie algebra embedding.

ProoF. This is something which is quite self-explanatory, and in what regards the
examples, illustrations, and other things that can be said, for instance in relation with
the Lie groups, we will leave some further reading here as an instructive exercise. U

Importantly, the above enveloping Lie algebra construction makes as well a link with
Hopf algebra theory, and with quantum groups, via the following result:

THEOREM 7.16. Given a Lie algebra g, its enveloping Lie algebra Ug is a cocommu-
tative Hopf algebra, with comultiplication, counit and antipode given by

A:Ug—U(gdg) =UgelUg , z—x+z
e:Ug—F , xz—1
S:Ug—Ug™ = Ug)? |, x— —x
via various standard identifications, for the various associative algebras involved.

PROOF. Again, this is something quite self-explanatory, and in what regards the ex-
amples, illustrations, and other things that can be said, for instance in relation with the
Lie groups, we will leave some further reading here as an instructive exercise. U

7c. Symmetric spaces

Symmetric spaces.



144 7. SYMMETRIC SPACES

7d. Haar integration
Let us begin with the compact group case, which is elementary. We first have:

DEFINITION 7.17. Given a compact group G, and two of its representations,
v:G=>Uy , w:G—=Uy

we define the space of intertwiners between these representations as being
Hom(v,w) = {T € Myxn(C)|Tvy =w,T,Vg € G}

and we use the following conventions:
(1) We use the notations Fixz(v) = Hom(1,v), and End(v) = Hom(v,v).
(2) We write v ~ w when Hom(v,w) contains an invertible element.
(3) We say that v is irreducible, and write v € Irr(G), when End(v) = C1.

The terminology here is standard, with Fix, Hom, End standing for fixed points, homo-
morphisms and endomorphisms. We will see later that irreducible means indecomposable,
in a suitable sense. Here are now a few basic results, regarding these spaces:

PROPOSITION 7.18. The spaces of intertwiners have the following properties, showing
that these spaces form a tensor x-category:

(1) T € Hom(v,w),S € Hom(w,z) = ST € Hom(v, z).
(2) S € Hom(v,w), T € Hom(z,t) = S®T € Hom(v® z,w ® t).
(3) T € Hom(v,w) = T* € Hom(w,v).

In particular, given v : G — Uy, the linear space End(v) C My(C) is a *-algebra.

ProoOF. All the formulae in the statement are clear from definitions, via elementary
computations. As for the last assertion, this is something coming from (1,3). O

We can now formulate our first Peter-Weyl type theorem, as follows:

THEOREM 7.19 (PW1). Let v: G — Uy be a representation, consider its x-algebra of
intertwiners A = End(v), and write the unit of A as

l=pi1+...+ 0
with p; being central minimal projections. We have then a decomposition
V= + ...+ U
with each v; being an irreducible representation, obtained by restricting v to Im(p;).
PROOF. This is something standard, the idea being as follows:

(1) We first associate to our representation v : G — Uy the corresponding action map
on CV. If a linear subspace W C C¥ is invariant, the restriction of the action map to W
is an action map too, which must come from a subrepresentation w C v.
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(2) Consider now a projection p € End(v). From pv = vp we obtain that the linear
space W = I'm(p) is invariant under v, and so this space must come from a subrepresen-
tation w C v. It is routine to check that the operation p — w maps subprojections to
subrepresentations, and minimal projections to irreducible representations.

(3) With these preliminaries in hand, let us decompose the algebra End(v) as above,
by using the decomposition 1 = p; + ... + pi into central minimal projections. If we
denote by v; C v the subrepresentation coming from the vector space V; = I'm(p;), then
we obtain in this way a decomposition v = vy + ... 4+ v, as in the statement. Il

Here is now our second Peter-Weyl theorem, complementing Theorem 7.19:

THEOREM 7.20 (PW2). Given a closed subgroup G C, Uy, any of its irreducible
smooth representations

wG—>UM

appears inside a tensor product of the fundamental representation v and its adjoint v.
PRrROOF. Given a representation w : G — Uy, we define the space of coefficients
C C C(G) of this representation as being the following linear space:
Cyp = span [g — w(g)ij}
With this notion in hand, the result can be deduced as follows:

(1) The construction w — C,, is functorial, in the sense that it maps subrepresentations
into linear subspaces. This is indeed something which is routine to check.

(2) A closed subgroup G C, Uy is a Lie group, and a representation w : G — Uy, is
smooth when we have an inclusion C,, C< (), >. This is indeed well-known.

(3) By definition of the Peter-Weyl representations, as arbitrary tensor products be-
tween the fundamental representation v and its conjugate v, we have:

<C, >= Z Con
k

(4) Now by putting together the above observations (2,3) we conclude that we must
have an inclusion as follows, for certain exponents ki, ..., ky:

Cw C C,U®k1 ©...BuOkp

(5) By using now (1), we deduce that we have an inclusion w C v®1 @ ... @ v®*% and
by applying Theorem 7.19, this leads to the conclusion in the statement. U

With this in hand, we can now talk about integration over GG. It is convenient, for this
purpose, to work with the integration functionals with respect to the various measures on
G, instead of the measures themselves. We have the following key result:
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THEOREM 7.21. Any compact group G has a unique Haar integration, which can be
constructed by starting with any faithful positive unital form ¢ € C(G)*, and setting:

Moreover, for any representation w we have the formula

e[

where P is the orthogonal projection onto Fix(w {5 € (C"}wé §}
PRroOF. This is something very standard, the idea being as follows:

(1) Our first claim is that given a unital positive linear form ¢ : C(G) — C, the
limit in the statement exists, and the last formula holds too, with P being the orthogonal
projection onto the l-eigenspace of M = (id ® ¥)w. Indeed, we have:

(id @ p*™*)w = M*

It follows that our Cesaro limit is given by the following formula:

1 1 —
nlgrolon w _nlggon T(M)_T(r}ggonk_lM)

Now since w is unitary we have ||w|| = 1, and so ||M|| < 1. Thus, the Cesaro limit
on the right converges, and equals indeed the projection onto the 1-eigenspace of M:
li MF =
J Z

(2) Our second claim is that when 1) is faithful, the limit in the statement is indepen-
dent of v, and the last formula holds too. In order to prove this, we must show that the
1-eigenspace of M = (id ® ¥)w equals the space Fixz(w), and with the inclusion D being
clear, we must establish the inclusion C, which amounts in proving that we have:

ME=€ = wE=¢

For this purpose, assume that we have M¢ = £, and consider the following function:
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We must prove that we have f = 0. Since w is unitary, we have:

= (20 5) (- 59)

J

_ 1 B
- Zwijw:kgjgk wnggz N wh&i&e + 2&5@'

ijk
= Z €] — Zwij@-é - Zw;‘kkfigk + Z &l
j ij ik i

= [|ElP~ <w& &> —<w& &>+ ¢
= 2([¢]]* — Re(< wg, € >))

By using now our assumption M¢ = &, we obtain from this that we have:

U(f) = 20([¢]]* — Re(< wg, & >))
= 2(/[¢]I* — Re(< M¢,€ >))

2(/1€11* = 11€11%)
0

Now since ) is faithful, this gives f = 0, and so w§ = &, as claimed.
(3) But with the above results in hand, all the assertions in the statement follow. [
Summarizing, we can integrate over GG. In fact, we can say even more, as follows:
THEOREM 7.22. The Haar integration over a closed subgroup G C Uy s given by
/ Ginis - Girgp 49 = Z 0r(4)0, () Wi(m, v)
G mweD(k

for any colored integer k = e; . .. ex and any multi-indices i, j, where D(k) is a linear basis
of Fix(v®), the associated generalized Kronecker symbols are given by

0p(1) =<, e ®...® €, >
and Wy = G is the inverse of the Gram matriz, Gy(m,v) =< 7,v >.

Proor. We know from Theorem 7.21 that the integrals in the statement form alto-
gether the orthogonal projection P* onto the following space:

Fiz(v®) = span(D(k))

Consider now the following linear map, with D(k) = {&x} being as above:

E(l’) = Z <$a€ﬂ' >€7r

meD(k)
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By a standard linear algebra computation, it follows that we have P = W E, where
W is the inverse of the restriction of E to the following space:

K = span (T7T T E D(k))

But this restriction is the linear map given by the Gram matrix Gy, and so W is the
linear map given by the Weingarten matrix W), = G.*, and this gives the result. O

Let us develop now some further Peter-Weyl theory. We first have:

THEOREM 7.23 (PW3). The dense subalgebra C(G) C C(G) generated by the coeffi-
cients of the fundamental representation decomposes as a direct sum

CG)= B Maimw(C)

welrr(Q)

with the summands being pairwise orthogonal with respect to the scalar product
<tfg>= [ fs
G

where fG 1s the Haar integration over G.

PROOF. By combining the previous two Peter-Weyl results, we deduce that we have
a linear space decomposition as follows:

C(G)= Z Cyp = Z Mim(w) (C)

welrr(G) welrr(G)

Thus, in order to conclude, it is enough to prove that for any two irreducible repre-
sentations v, w € Irr(G), the corresponding spaces of coefficients are orthogonal:

vobw = C, LCy
But this follows by Frobenius duality, by integrating. Let us set indeed:

Pia,jb:/vz‘jwab
e

Then P is the orthogonal projection onto the following vector space:

Fiz(v ® w) ~ Hom(v,w) = {0}
Thus we have P = 0, and this gives the result. U
Finally, we have the following result, completing the Peter-Weyl theory:

THEOREM 7.24 (PW4). The characters of irreducible representations belong to

C(G)ecntrar = {1 € C(G)|F(gh) = flhg). Y9, € G}

called algebra of central functions on G, and form an orthonormal basis of it.
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PROOF. Observe first that C(G)eentrar is indeed an algebra, which contains all the
characters. Conversely, consider a function f € C(G), written as follows:

f= Z Juw
welrr(G)

The condition f € C(G)centrar states then that for any w € Irr(G), we must have:
fw S C<G)central

But this means that f,, must be a scalar multiple of y,,, so the characters form a basis
of C(GQ)central, as stated. Also, the fact that we have an orthogonal basis follows from
Theorem 7.23. As for the fact that the characters have norm 1, this follows from:

1
XwXw = /wz‘z‘w“z —=1
e =X =X
Here we have used the fact, coming from Frobenius duality, that the various integrals
fG w;; Wy form the orthogonal projection onto Fiz(w ® w) ~ End(w) = C1. O

Moving ahead, we will need as well Tannakian duality. Let us start with:

DEFINITION 7.25. The Tannakian category associated to a closed subgroup G C, Uy
is the collection Cq = (Ca(k, 1)) of vector spaces

Calk,1) = Hom(v®* v

where the representations v©* with k = o e @ o ... colored integer, defined by

v =1 | ¥ =y , ® =0

and multiplicativity, vEF = v®F @ v®', are the Peter-Weyl representations.

Let us make a summary of what we have so far, regarding these spaces Cgs(k,l). In
order to formulate our result, let us start with the following definition:

DEFINITION 7.26. Let H be a finite dimensional Hilbert space. A tensor category over
H is a collection C = (C(k,1)) of linear spaces

C(k,1) C L(H®* H®
satisfying the following conditions:
(1) S,T € C implies S®T € C.
(2) If S,T € C are composable, then ST € C.
(3) T € C implies T* € C.
(4) C(k,k) contains the identity operator.
(5) C(0,k) with k = ce, e0 contain the operator R: 1 — > e; @ e;.
(6) C(kl, k) with k,l = o, e contain the flip operator X : a®@b — b ® a.

With these conventions, we have the following result:
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THEOREM 7.27. The construction G — Cg given by the formula
Cealk,1) = Hom(v®* v®)
and the construction C' — G¢ given by the formula
GC:{gGUﬂTf“:g@T,v&LVTGC%J”
are bijective, and inverse to each other:

ProOOF. This is something quite technical, obtained by doing some abstract algebra,
and for details here, we refer to the Tannakian duality literature. O

In order to reach now to more concrete things, let us formulate:

DEFINITION 7.28. Let P(k,l) be the set of partitions between an upper colored integer
k, and a lower colored integer [. A collection of subsets

D =| |D(k,1)
k,l
with D(k,1) C P(k,l) is called a category of partitions when it has the following properties:

1) Stability under the horizontal concatenation, (7w,0) — [no].

2) Stability under vertical concatenation (7, 0) — [2], with matching middle symbols.
3) Stability under the upside-down turning x, with switching of colors, o <+ e.

4) Each set P(k,k) contains the identity partition ||...||.

5) The sets P((),0e) and P((), e0) both contain the semicircle N.

6) The sets P(k, k) with |k| = 2 contain the crossing partition .

Let us formulate as well the following definition:

DEFINITION 7.29. Given a partition m € P(k,l) and an integer N € N, we can
construct a linear map between tensor powers of CV,

T7T . ((CN>®k N (CN)®I
by the following formula, with ey, ..., ex being the standard basis of CV,

Tﬂ(€l1®®ezk):Z(5ﬂ.(]1 jl;)e.]l@@ejl

and with the coefficients on the right being Kronecker type symbols,

(SR 7
O | 7] €40,1
(11 Jz) {0.1}
whose values depend on whether the indices fit or not.

To be more precise, we put the indices of ¢, j on the legs of 7, in the obvious way. In
case all the blocks of 7 contain equal indices of 7, j, we set 0.(;) = 1. Otherwise, we set

Or (3) = 0. The relation with the Tannakian categories comes from:
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THEOREM 7.30. Fach category of partitions D = (D(k,l)) produces a family of com-
pact groups G = (Gy), with Gy C, Uy, via the formula

Hom/(v®* v®) = span (T7r m e D(k, l)>

and the Tannakian duality correspondence.

PRroOOF. Given an integer N € N, consider the correspondence m — T} constructed in
Definition 7.29, and then the collection of linear spaces in the statement, namely:

C(k,1) = span (T,r © e D(k, l))
According to Definition 7.28, this collection of spaces C' = (C'(k,[)) satisfies the axioms
from Definition 7.26. Thus Tannakian duality applies, and gives the result. O

We call “easy” the closed subgroups G C, Uy appearing as above, from categories of
partitions D. As a basic result here, due to Brauer, we have:

THEOREM 7.31. We have the following results:

(1) The unitary group Uy is easy, coming from the category Ps.
(2) The orthogonal group Oy is easy too, coming from the category Ps.

ProoOF. This is something very standard, the idea being as follows:

(1) The group Uy being defined via the relations v* = v~ v! = o1, the associated
Tannakian category is C' = span(Ty|m € D), with:
D =< gl , .rl >="Ps
(2) The group Oy C Uy being defined by imposing the relations v;; = v;;, the associ-
ated Tannakian category is C' = span(T,|r € D), with:

D =<Py{!l>=P
Thus, we are led to the conclusion in the statement. U
There are many other easy groups, and as a basic example here, we have:
THEOREM 7.32. The symmetric group Sy, regarded as group of unitary matrices,
Sy COn C Uy
via the permutation matrices, is easy, coming from the category of all partitions P.

Proor. Consider the easy group G C Oy coming from the category of all partitions
P. Since P is generated by the one-block partition Y € P(2,1), we have:

C(G) = C’(ON)/<TY € Hom(v®2,v)>
Since we have Ty (e; ® e;) = d;;¢;, the above relations read:

Ty € Hom(’u®2, v) < VijUix = 5jkvij7Viaj> k
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In other words, the elements v;; must be projections, and these projections must be
pairwise orthogonal on the rows of v = (v;;). We conclude that G C Oy is the subgroup of
matrices g € Oy having the property g;; € {0,1}. Thus we have G = Sy, as claimed. O

Now back to the general easy group case, we have the following result:

THEOREM 7.33. For an easy group G C Uy, coming from a category of partitions
D = (D(k,1)), we have the Weingarten formula

/ gll]l : glk]k dg = Z 5 WkN(Tr V)

m,veD(k)

for any k = e1...ex and any i,j, where D(k) = D(0,k), 0 are usual Kronecker type
symbols, checking whether the indices match, and Wiy = G,;]%,, with

Gin(m,v) = Nl
where |.| is the number of blocks.

Proor. This follows from the abstract Weingarten formula, from Theorem 7.22. In-
deed, in the easy group case the Kronecker type symbols there are then the usual ones,
and the Gram matrix being as well the correct one, we obtain the result. O

There are many applications of this formula. We will be back to this.

Te. Exercises

This was a quite standard chapter on classical Lie groups and symmetric spaces, and
integration on them, and as exercises on all this, we have:

EXERCISE 7.34. Clarify the details, for Lie algebras of On, Uy, Spn.

EXERCISE 7.35. Clarify as well the details, for the Lie algebras in general.
EXERCISE 7.36. Lean more about enveloping Lie algebras, and their properties.
EXERCISE 7.37. Learn as well about deformations of these enveloping Lie algebras.
EXERCISE 7.38. Clarify what we said above, in relation with symmetric spaces.
EXERCISE 7.39. Clarify all the details, in the proof of the Peter-Weyl theorem.
EXERCISE 7.40. Learn, with full details, the proof of Tannakian duality.
EXERCISE 7.41. Ezxperiment a bit with Weingarten calculus, over various groups.

As bonus exercise, have a look at advanced probability theory, such as random matri-
ces. This is where the integration technology developed above really shines.



CHAPTER 8

Stokes, applications

8a. Differential forms

Differential forms.

8b. Contour integrals

We would like to discuss now the integration over curves, surfaces, and other smooth
manifolds. Let us start with something very basic, regarding the curves, namely:

THEOREM 8.1. The length of a curve 7 : [a,b] — RY is given by

L) = [ I

with ||.|| being the usual norm of RY.

Proor. This is something quite intuitive, that can even stand as a definition for the
length of the curves, and that we will not prove in detail here, the idea being as follows:

(1) To start with, what is the length of a curve? Good question, and in answer, a
physicist would say that this is the quantity obtained by integrating the magnitude of
the velocity vector over the curve, with respect to time. But this velocity vector is /(t),
having magnitude ||7/(¢)||, so we are led to the formula in the statement.

(2) Regarding now mathematicians, these would say that the length of a curve is the
following quantity, with (t; = a,ts,...,t,_1,t, = b) being a uniform division of (a, b):

10 = Jim 3 It = 2(6-0)]
But, by using the fundamental theorem of calculus, we can write this as follows:

L(y) = lim Z / ’y’(t)dtH
n—»00 £ ti

And the point now is that, by doing some standard analysis, that we will leave here
as an instructive exercise, we are led to the formula in the statement.

153
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(3) So, we have our definition-theorem for the length of the curves, and for the discus-
sion to be complete, we just need an illustration for this. But here, we have the following
standard computation, for the length of the ellipses (z/a)? + (y/b)? =

. 2
I — / \/ dacost (dbsmt> @t
dt

= 4/ \/aZSin2t+b2cos2tdt
0

There are of course many other applications of the formula in the statement, and we
will leave some thinking and computations here as an instructive exercise. U

Next, let us talk about the contour integrals over curves. We have here:

THEOREM 8.2. Given a path v C R?, we can talk about integrals of type
I= /f(x)dxl + g(x)dzy + h(z)dxs
gl

with f,q,h: R® — R, which are independent on the chosen parametrization of the path.

ProoF. This is something quite straightforward, the idea being as follows:

(1) Regarding the statement itself, assume indeed that we have a path in R?® which
can be best thought of as corresponding to a function as follows:

v : [a,b] — R?

Observe that this function v is not exactly the path itself, for instance because the
following functions produce the same path, parametrized differently:

§:[0,b—a] = R> | §(t) =7(t+a)
e [0,1] =R | e(t) =d((b—a)t)
p:[0,1] >R, o) =e(t?)
Y :[0,1] = R® | (t) =¢(1l —1t)

Our claim, however, is that we can talk about integrals as follows, with f, g, h : R® —
R, which are independent on the chosen parametrization of our path:

I= /f(x)dxl + g(x)dzy + h(z)dxs

(2) In order to prove this, let us choose a parametrization v : [a,b] — R? as above.
This parametrization has as components three functions vy, v, 3, given by:

v =(n,%,7) : [a,b] = R®
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In order to construct the integral I, it is quite clear, by suitably cutting our path
into pieces, that we can restrict the attention to the case where all three components
Y1,%2,73 : |a,b] = R are increasing, or decreasing. Thus, we can assume that these three
components are as follows, increasing or decreasing, and bijective on their images:

vi + [a, b] = lai, b

(3) Moreover, by using the obvious symmetry between the coordinates w1, xs, x3, in
order to construct I, we just need to construct integrals of the following type:

Il = /f(l')dl’l
gl
(4) So, let us construct this latter integral I;, under the assumptions in (2). The
simplest case is when the first path, v; : [a,b] — [a1, b1], is the identity:
71 [aab] - [a7b] ) 71(1') =

In other words, the simplest case is when our path is of the following form, with
Y2,7s : [a,b] — R being certain functions, that should be increasing or decreasing, as per
our conventions (2) above, but in what follows we will not need this assumption:

Y(w1) = (21, 72(71), 13(71))

But now, with this convention made, we can define our contour integral, or rather its
first component, as explained above, as a usual one-variable integral, as follows:

b
11:/ f(x1,72(z1), 73(21))dry

(5) With this understood, let us examine now the general case, where the first path,
1 ¢ la,b] = [ag, by], is arbitrary, increasing or decreasing, and bijective on its image. In
this case we can reparametrize our curve, as to have it as in (4) above, as follows:

= (id v ') ¢ lan, b = R
Now since we want our integral [; = fv f(z)dzy to be independent of the parametriza-
tion, we are led to the following formula for it, coming from the formula in (4):

Il = /f(x)dxl
Y
by

= f (@, yoyy ), sy Hwy))day

ai

b
_ / FOn (), 12(m),15(0))7, (o)

Here we have used at the end the change of variable formula, with z1 = v, (y;).
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(6) Thus, job done, we have our definition for the contour integrals, with the formula
being as follows, obtained by using (5) for all three coordinates z, s, x3:

b
= [ ) ) )i )
+/ 91 (¥2), 72(2), 13(y2) )5 (y2) dyo

b
+/ h(1(ys), v2(y3), ¥3(y3)) v3(ys) dys

And with this, we are led to the conclusion in the statement. O
Let us record as well the following more compact form of Theorem 8.2:

THEOREM 8.3. The contour integrals over a curve v : [a,b] — R? are given by

/ < F(x),dr >= / < F(y(y)," (y)dy >

valid for any F : R® — R, where on the right v'(y)dy = (v (y:)dy;);.

PRrROOF. This is a fancy reformulation of what we did in Theorem 8.2 and its proof.
Indeed, with the notation F' = (Fi, Fy, F3) = (f, g, h), the integral computed there is:

/ < F(x),dx >= /Fl(:n)drxl + Fy(x)dzy + F3(x)dzs

gl gl
As for the value of this integral, according to the proof of Theorem 8.2, this is:

b
/ < Fla)ds> — / Fu Oy (), 2 (), s ()7, (w2 )
b
+ / Foya (), 2 2), s (2) )7 (92) g

b
+ / Fy(y1 (), 12ys), 7531 (ys) s

Now observe that we can write this in a more compact way, as follows:

/<F(x),dx> = /Fl(v(yl))v’(yl)dyl

Y

+/ Fy(v(y2))y (y2)dya

b
+/ F3(y(y3))Y (ys)dys
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And we can do even better. Indeed, we have only one integral here, fab, and in order
to best express the integrand, consider the formal vector in the statement, namely:

Y1 (y1)dy
Y (y)dy = | v5(y2)dy2
V5 (ys)dys

Our integrand appears then as the scalar product of F'(y(y)) with this latter vector
v (y)dy, so our formula above for the contour integral takes the following form:

b
/ < F(z),dz >= / < Fly(m)) 7 (y)dy >

Thus, we are led to the conclusion in the statement. [l

More concretely now, let us temporarily forget about the paths ~, and have a look at
the quantities which are to be integrated, namely:

a = Fi(z)dzy + Fy(z)dxs + F5(x)dxs

Obviously, these are something rather mathematical, and many things can be said
here. However, we can have some physical intuition on them. Assume indeed that we
are given a function as follows, that you can think for instance as corresponding to an
external force, with F'(x) € R3 being the force vector applied at a given point x € R3:

F:R> > R3

By writing F' = (F, I, F3), we can then consider the following quantity, and when
F : R?® — R3 varies, we obtain exactly the abstract quantities o considered above:

< F(z),dr >= Fy(z)dx; + Fy(x)dxs + Fs(x)dxs

Thus, all in all, what we have done in the above with our construction of contour
integrals, was to define quantities as follows, with v being a path in R3, and with F :
R3? — R3 being a certain function, that we can think of, if we want, as being a force:

I:/<F($),dx>
gl

Which brings us into physics. Indeed, by assuming now that F' : R3 — R? does
correspond to a force, we can formulate the following definition:

DEFINITION 8.4. The work done by a force F = F(x) for moving a particle from point
p € R3 to point ¢ € R3 via a given path 7y : p — q is the following quantity:

W(y) = / < F(x),dz >

We say that F is conservative if this work quantity W (vy) does not depend on the chosen
path v : p — q, and in this case we denote this quantity by W (p, q).
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This definition is something quite subtle, and as a first comment, assume that we have
two paths v : p — q and 0 : p — ¢q. We can then consider the path o : p — p obtained by
going along 7 : p — ¢, and then along § reversed, ! : ¢ — p, and we have:

W(e) =Wi(y) —W(3)
Thus F' is conservative precisely when, for any loop o : p — p, we have:
Wi()=0

Intuitively, this means that F' is some sort of “clean”, ideal force, with no dirty things
like friction involved. As we will soon see, gravity is such a clean force, with a simple
example coming from throwing a rock up in the sky. That rock will travel on a loop
p — q¢ — p, and will come back here to p unchanged, save for the fact that its speed
vector is reversed. Thus, and assuming now that work has something to do with energy,
which is intuitive, there has been no overall work of gravity on this loop, W (o) = 0.

As a first result now, regarding the conservative forces, we have:

THEOREM 8.5. The work done by a conservative force F' on a mass m object is

W(p,q) = T(q) = T(p)
with T = ml||v||?/2 standing as usual for the kinetic energy of the object.

PROOF. Assuming that F'is conservative, and acts via the usual formula F' = ma on
our object of mass m, we have the following computation, as desired:

Wi(p,q) = /q<F(x),dw>

q
= m/ <a(x),dx >
p

_ m/pq <dvd—(tx),v(x)dt>

m /q d<v(x),v(xr) >
= — dt
2/, dt

q 2
_ @/ dlv@]*
2 J, dt

m

= 5 (@I = le@)P)
= T(q) —T(p)

Here we have used in the middle the fact that the time derivative of a scalar product
of functions < v, w > consists of two terms, which are equal when v = w. O
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In order to formulate our next result, observe that we have the following computation
for the contour integrals of gradients, which is independent on the chosen path:

4 dv dV dV
Viz),dr> = [ S dey+ 2 day + &5 - da
/p < VV(z),dx > oy $1+d$2 $2+dx3 x3
q
= /dV
p
= V(g) —V(p)

To be more precise, this computation certainly works when V' is a function of just one
variable, x1, o or x3, thanks to the fundamental theorem of calculus, and the general
case follows from this, by using the chain rule for derivatives.

Now with this formula in hand, we can formulate the following result, which is quite
conceptual, and which includes some basic gravitation physics too, at the end:

THEOREM 8.6. A force F is conservative precisely when it is of the form

F=-VV
for a certain function V', and in this case the work done by it is given by:
Wp,q) =V(p) = V()

Also, the gravitation force is conservative, coming from V = —C/||z||, with C' > 0.

Proor. This is something quite tricky, the idea being as follows:

(1) In one sense, assume that F' is conservative. Since the work W(p,q) = W (y) is
independent of the chosen path v : p — ¢, we can find a function V' such that:

Wip,q)=V(p)—Vi(q)

Observe that this function V' is well-defined up to an additive constant. Now with
this formula in hand, we further obtain, as desired:

W(p.q) = V(p) - V(q) :$LW<F@MM>:iﬁ<VV@Am>

< F(z),dv >=— < VV(z),dx >
av
()dz; = =7
_av
dflfi
F=-VV

Lyl
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(2) In the other sense now, assuming F' = —VV'| we have the following computation,
valid for any loop o : p — p, which shows that F'is indeed conservative:

W@——lvv—o

More generally, regarding the work done by such a force FF = —VV | along a path
7 : p — q, which is independent on this path -, this is given by:

mez—/xwsz—vw

(3) Finally, regarding the last assertion, we will leave this as an exercise. U
We can now put everything together, and we have the following result:

THEOREM 8.7. Given a conservative force F', appearing as follows, with V being
uniquely determined up to an additive constant,

F=-VV
the movements of a particle under F' preserve the total enerqy, given by
E=T+V

with T = m||v||?/2 being the kinetic energy, and with V being called potential energy.
ProOF. By using Theorem 8.5 and Theorem 8.7, we have:

Wip.q)=T(@)-T(p) ., Wipqg=Vp) -V
Now observe that these equalities give the following formula:

T(p)+V(p) =T(q) +V(q)
Thus, the total energy £ =T + V is conserved, as claimed. U
8c. Green and Stokes
At the level of mathematics now, in relation with the above, a useful result is:

THEOREM 8.8 (Green). Given a plane curve C C R?, we have the formula

d dP
/ Pdx + Qdy = / (—Q — —) dzdy
C D dx dy

where D C R? is the domain enclosed by C.

PROOF. Assume indeed that we have a plane curve C' C R?, without self-intersections,
which is piecewise C'!, and is assumed to be counterclockwise oriented. In order to prove
the formula regarding P, we can parametrize the enclosed domain D as follows:

D={(wy|e<e<b f@) <y<gl)}
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We have then the following computation, which gives the result for P:
dP bW dp
——dxdy = / / ——(x,y)dy | dz
.A dy (1<f@ @( )
b
~ [ Pl.@) - Plag@)ds
ab a
~ [ Plas@ndn+ [ Pl
a b

= /sz
c

As for the result for the () term, the computation here is similar. O
Moving forward to 3D, let us start with a standard definition, as follows:

DEFINITION 8.9. The vector product of two vectors in R? is given by

zxy = |l][-[lyl] - sin6 - n
where n € R® with n L x,y and ||n|| = 1 is constructed using the right-hand rule:
Taxy
A
<y
Alternatively, in usual vertical linear algebra notation for all vectors,
1 Y1 L2Ys — T3Y2
To | X | Y2 | = | T3Y1 — T1Ys3
T3 Ys L1Y2 — T2U1

the rule being that of computing 2 X 2 determinants, and adding a middle sign.

In practice now, in order to get familiar with the vector products, nothing better than
doing some classical mechanics. We have here the following key result:

THEOREM 8.10. In the gravitational 2-body problem, the angular momentum
J=xxp
with p = mu being the usual momentum, is conserved.
PROOF. There are several things to be said here, the idea being as follows:

(1) First of all the usual momentum, p = muw, is not conserved, because the simplest
solution is the circular motion, where the moment gets turned around. But this suggests
precisely that, in order to fix the lack of conservation of the momentum p, what we have
to do is to make a vector product with the position z. Leading to J, as above.
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(2) Regarding now the proof, consider indeed a particle m moving under the gravita-
tional force of a particle M, assumed, as usual, to be fixed at 0. By using the fact that
for two proportional vectors, p ~ ¢, we have p x ¢ = 0, we obtain:

J = ixpH+axp
= uvXmv+xXma
= mvXxXv+zXa)
= m(0+0)
=0
Now since the derivative of J vanishes, this quantity is constant, as stated. U

At the mathematical level now, we have the following key result:

THEOREM 8.11. The area of a surface S C R3, parametrized as S = r(D) with
r: D — R3 and D C R?, is given by

A(S) :/ ([r x 1| dadly
D

with ry, 1y« D — R? being the partial derivatives of r, and ||.]| being the norm of R3.

PROOF. Thus is something quite similar to Theorem 8.2, and many things can be said
here, at the theoretical level, in analogy with those for the curves. Among others, let us
mention that we can talk, more generally, about surface integrals, defined as follows:

/S £(s)ds = /D F(r(@, ) Ire x 14| ddy

As for the basic illustrations of the formula in the statement, consider a surface of
type z = f(z,y). Here we have r(x,y) = (z,y, f(x,y)), and we obtain:

1 0
A(S) = / 0] x| 1 ]| dedy
HIRVE Jy

-/ ilfe; dndy

— /,/ff—i—fg—l—ld:cdy
D

There are of course many other applications of the formula in the statement, and we
will leave some thinking and computations here as an instructive exercise. U

Many other things can be said, as a continuation of the above, but let us not deviate
too much, from what we wanted to do here. Next, comes the following definition:
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DEFINITION 8.12. We can talk about the divergence of ¢ : R — R3, as being

d
g P do, d do.
<V,<,0>:< 4 Py >: SO—F 90y+ L4

dy | de  dy  dz
&z ¥z
as well as about the curl of the same function ¢ : R3 — R3, as being
dp, d
Uy % Pz dL;/ o %
V X @ =|uy @ Py| = Zd% - %%
U, % (102 % - d;;f

where ug, Uy, u, are the unit vectors along the coordinate directions x,y, 2.
Getting back now to calculus tools, in 3 dimensions, we have the following result:

THEOREM 8.13 (Stokes). Given a smooth oriented surface S C R3, with boundary
C C R3, and a vector field F, we have the following formula:

A<wxm@m@>mzé<mﬁw>

In other words, the line integral of a vector field F' over a loop C' equals the surface integral
of the curl of the vector field p, over the enclosed surface S.

Proor. This basically follows from the Green theorem, the idea being as follows:

(1) Let us first parametrize our surface S, and its boundary C'. We can assume that
we are in the situation where we have a closed oriented curve 7 : [a, b] — R?, with interior
D C R? and where the surface appears as S = ¢(D), with ¢ : D — R3. In this case, the
function § = v o vy parametrizes the boundary of our surface, C' = dla, b|.

(2) Let us first look at the integral on the right in the statement. We have the following
formula, with J, (1) standing for the Jacobian of ¢ at the point y = v(¢):

/ < F(x),dr> = / < F()), dib(y) >
C

o

- / < F(y)), J,()dy >

”
In order to further process this formula, let us introduce the following function:

Plue) = ( Fw(). 5w ) eut (PO 0), G000 e,

In terms of this function, we have the following formula for our line integral:

/C<F(x),da: >:/<P(y),dy>

o



164 8. STOKES, APPLICATIONS

(3) In order to compute now the other integral in the statement, we first have:

dP, dP
d2i d(Fy) dv d?1
> + < dudv> < dv ’@> < ¥, dvdu>

(1

Cata) (e
(i
(o

d
_ d—w J, qu—(Jw(wF))dZ>
_ (¥ W
= g (VxP) du>

dy  dy
= (VXF —
< du ~ dv
We conclude that the integral on the left in the statement is given by:

/S < (V x F)(2),n(z) > da
= [ x @), L) x D)) duds
/D< du dv

_ / (dPU _dPu> Jude
p \ du dv

(4) But with this, we are done, because the integrals computed in (2) and (3) are
indeed equal, due to the Green theorem. Thus, the Stokes formula holds indeed. U

As a conclusion to what we did so far, we have the following statement:

THEOREM 8.14. The following results hold, in 3 dimensions:
(1) Fundamental theorem for gradients, namely

| < Ve >=1®) - fla)

(2) Fundamental theorem for divergences, or Gauss or Green formula,

/B<V,g0>:/s<go(x),n(x)>da:

(3) Fundamental theorem for curls, or Stokes formula,

/<(ngp)(m),n(m)>dw=/ < p(zr),dx >
A P

where S is the boundary of the body B, and P is the boundary of the area A.
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Proor. This follows indeed from the various formulae established above. O

8d. Gauss, Maxwell

We would like to discuss now, following Gauss and others, some applications of the
above to electrostatics, and why not to electrodynamics too. Let us start with:

Fact 8.15 (Coulomb law). Any pair of charges q1,q2 € R is subject to a force as
follows, which is attractive if ¢1qo < 0 and repulsive if q1qa > 0,

. |12
2
where d > 0 1is the distance between the charges, and K > 0 is a certain constant.

1P|l = K

Observe the amazing similarity with the Newton law for gravity. However, as we will
soon see, passed a few simple facts, things will be more complicated here.

In analogy with our study of gravity, let us start with:

DEFINITION 8.16. Given charges qi,...,q, € R located at positions x1,...,x; € R3,
we define their electric field to be the vector function

Be)= kY B2 =0

||z — ;|
so that their force applied to a charge Q € R positioned at v € R? is given by F = QF.

Observe the analogy with gravity, save for the fact that instead of masses m > 0 we
have now charges ¢ € R, and that at the level of constants, G gets replaced by K.

More generally, we will be interested in electric fields of various non-discrete charge
configurations, such as charged curves, surfaces and solid bodies. So, let us formulate:

DEFINITION 8.17. The electric field of a charge configuration L C R3, with charge
density function p: L — R, is the vector function

(x — 2)
0=k [
|z — 2] !3
so that the force of L applied to a charge Q) positioned at x is given by F' = QF.

With the above definitions in hand, it is most convenient now to forget about the
charges, and focus on the study of the corresponding electric fields F.

These fields are by definition vector functions £ : R® — R3, with the convention that
they take +o00 values at the places where the charges are located, and intuitively, are best
represented by their field lines, which are constructed as follows:
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DEFINITION 8.18. The field lines of an electric field E : R® — R3 are the oriented
curves v C R? pointing at every point x € R3 at the direction of the field, E(x) € R3.

As a basic example here, for one charge the field lines are the half-lines emanating
from its position, oriented according to the sign of the charge:

N TS N
— & - - O
v 4N TN

For two charges now, if these are of opposite signs, + and —, you get a picture that
you are very familiar with, namely that of the field lines of a bar magnet:

A S e i S VN
AN A i VR
- @& - o 5 5 O
SN s o N
NN = S
If the charges are +,+ or —, —, you get something of similar type, but repulsive this
time, with the field lines emanating from the charges being no longer shared:
~ N N S =
2 Nt
— &b D —
AN v
— v NN\ &

These pictures, and notably the last one, with +,+ charges, are quite interesting,
because the repulsion situation does not appear in the context of gravity. Thus, we can
only expect our geometry here to be far more complicated than that of gravity.

In general now, the first thing that can be said about the field lines is that, by defini-
tion, they do not cross. Thus, what we have here is some sort of oriented 1D foliation of
R3, in the sense that R? is smoothly decomposed into oriented curves v C R3.

The field lines, as constructed in Definition 8.18, obviously do not encapsulate the
whole information about the field, with the direction of each vector F(x) € R? being
there, but with the magnitude ||E(x)|| > 0 of this vector missing. However, say when
drawing, when picking up uniformly radially spaced field lines around each charge, and
with the number of these lines proportional to the magnitude of the charge, and then
completing the picture, the density of the field lines around each point x € R will give
you the magnitude ||E(x)|| > 0 of the field there, up to a scalar. So, let us formulate:
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PROPOSITION 8.19. Given an electric field E : R® — R3, the knowledge of its field
lines 1s the same as the knowledge of the composition

nE:R>*—>R>— S

where S C R3 is the unit sphere, and n : R® — S is the rescaling map, namely:

However, in practice, when the field lines are accurately drawn, the density of the field
lines gives you the magnitude of the field, up to a scalar.

PrRoOOF. We have two assertions here, the idea being as follows:

(1) The first assertion is clear from definitions, with of course our usual convention
that the electric field and its problematics take place outside the locations of the charges,
which makes everything in the statement to be indeed well-defined.

(2) Regarding now the last assertion, which is of course a bit informal, this follows
from the above discussion. It is possible to be a bit more mathematical here, with a
definition, formula and everything, but we will not need this, in what follows. O

Let us introduce now a key definition, as follows:

DEFINITION 8.20. The fluz of an electric field E : R3 — R3 through a surface S C R?,
assumed to be oriented, is the quantity

Op(S) = /S < E(x),n(x) > dx

with n(x) being unit vectors orthogonal to S, following the orientation of S. Intuitively,
the flur measures the signed number of field lines crossing S'.

Here by orientation of S we mean precisely the choice of unit vectors n(z) as above,
orthogonal to S, which must vary continuously with x. For instance a sphere has two
possible orientations, one with all these vectors n(z) pointing inside, and one with all
these vectors n(x) pointing outside. More generally, any surface has locally two possible
orientations, so if it is connected, it has two possible orientations. In what follows the
convention is that the closed surfaces are oriented with each n(z) pointing outside.

Regarding the last sentence of Definition 8.20, this is of course something informal,
meant to help, coming from the interpretation of the field lines from Proposition 8.19.
However, we will see later that this simple interpretation can be of great use.

As a first illustration, let us do a basic computation, as follows:
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PROPOSITION 8.21. For a point charge ¢ € R at the center of a sphere S,
q
Pp(S) =—
€0

where the constant is eg = 1/(47K), independently of the radius of S.

PROOF. Assuming that S has radius r, we have the following computation:

Bp(S) :lA<EQLM@>dx

K
AG RO
S T T

Thus with ey = 1/(47K) as above, we obtain the result. O

More generally now, we have the following key result, due to Gauss, which is the
foundation of advanced electrostatics, and of everything following from it, namely elec-
trodynamics, and then quantum mechanics, and particle physics:

THEOREM 8.22 (Gauss law). The fluz of a field E through a surface S is given by
_ QETLC

€0
where Qene 1s the total charge enclosed by S, and g = 1/(47K).

g (5)

Proor. This basically follows from Proposition 8.21, a bit modified, by adding to
the computation there a number of standard ingredients. We refer here for instance to
Feynman [32], but we will be back to this right next, with a more advanced proof. U

In relation now with our previous mathematics, we have the following result:

THEOREM 8.23. Given an electric potential E, its divergence is given by

<V, E>=L

€o

where p denotes as usual the charge distribution. Also, we have
VxE=0

meaning that the curl of E vanishes.
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PRrROOF. We have several assertions here, the idea being as follows:

(1) The first formula, called Gauss law in differential form, follows from:

/B <V,E> = /s< E(z),n(x) > dx
= ®p(9)

QBTLC
€0
P

B €0

Now since this must hold for any B, this gives the formula in the statement.

(2) Regarding the curl, by discretizing and linearity we can assume that we are dealing
with a single charge ¢, positioned at 0. We have, by using spherical coordinates r, s, ¢:

[ <rwas = [(he)
WACH)
= /‘K@dr
[
(i)

In particular the integral of E over any closed loop vanishes, and by using now the
Stokes formula, we conclude that the curl of E vanishes, as stated. O

So long for electrostatics, which provide a good motivation and illustration for our
mathematics. When upgrading to electrodynamics, things become even more interesting,
because our technology can be used in order to understand the Maxwell equations:

THEOREM 8.24. FElectrodynamics is governed by the formulae

<VE>:§, <V.B>=0
0

VXE:—B , VXB:/,LOJ“I'/J/OEOE

called Mazxwell equations.
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PRroOOF. This is something fundamental, coming as a tricky mixture of physics and
mathematics. To be more precise, the first formula is the Gauss law, p being the charge,
and €y being a constant, and with this Gauss law more or less replacing the Coulomb law
from electrostatics. The second formula is something basic, and anonymous. The third
formula is the Faraday law. As for the fourth formula, this is the Ampere law, as modified
by Maxwell, with J being the volume current density, and py being a constant. U

However, the above is not all. Quite remarkably, the constants pg, e are related by
the following formula, due to Biot-Savart, with ¢ being the speed of light:

1

Ho€o = —
2

So, what has light to do with all this? The idea is that accelerating or decelerating
charges produce electromagnetic radiation, of various wavelengths, called light, of various
colors, and with all this coming from the mathematics of the Maxwell equations.

8e. Exercises
We had an exciting chapter here, and as exercises on this, we have:
EXERCISE 8.25. Compute the lengths of some curves, of your choice.
EXERCISE 8.26. Learn more about conservative forces, and their properties.
EXERCISE 8.27. Compute the areas of some surfaces, of your choice.
EXERCISE 8.28. Learn more about vectors products, curl, gradient and divergence.
EXERCISE 8.29. Learn about the other basic applications of the Green formula.
EXERCISE 8.30. Clarify all the details in the proof of the Stokes formula.
EXERCISE 8.31. Try to compute the field lines, for simple charge configurations.
EXERCISE 8.32. Learn more about the Gauss law, and the Maxwell equations.

As bonus exercise, read more electrodynamics. It is all about it.
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CHAPTER 9

Length, area, volume

9a. Computing lengths
Computing lengths.

9b. Computing areas

Computing areas.

9c. Computing volumes

Computing volumes.

9d. Further computations

Further computations.

9e. Exercises

Exercises:

EXERCISE 9.1.
EXERCISE 9.2.
EXERCISE 9.3.
EXERCISE 9.4.
EXERCISE 9.5.
EXERCISE 9.6.
EXERCISE 9.7.
EXERCISE 9.8.

Bonus exercise.
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Exercises:

EXERCISE 10.1.
EXERCISE 10.2.
EXERCISE 10.3.
EXERCISE 10.4.
EXERCISE 10.5.
EXERCISE 10.6.
EXERCISE 10.7.

EXERCISE 10.8.

Bonus exercise.

CHAPTER 10

Riemannian manifolds

10a. Riemannian manifolds
10b.
10c.
10d.

10e. Exercises
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Exercises:

EXERCISE 11.1.
EXERCISE 11.2.
EXERCISE 11.3.
EXERCISE 11.4.
EXERCISE 11.5.
EXERCISE 11.6.
EXERCISE 11.7.

EXERCISE 11.8.

Bonus exercise.

CHAPTER 11

Dirac operator

11a. Dirac operator
11b.
1lc.
11d.

11le. Exercises
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Exercises:

EXERCISE 12.1.
EXERCISE 12.2.
EXERCISE 12.3.
EXERCISE 12.4.
EXERCISE 12.5.
EXERCISE 12.6.
EXERCISE 12.7.

EXERCISE 12.8.

Bonus exercise.

CHAPTER 12

Nash embedding

12a. Nash embedding
12b.
12c.
12d.

12e. Exercises
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CHAPTER 13

Relativity theory

13a. Relativity theory

We would like to first discuss some basic theoretical physics, asking for more geometry.
Based on experiments by Fizeau, then Michelson-Morley and others, and some theoretical
physics by Maxwell and Lorentz too, Einstein came upon the following principles:

Fact 13.1 (Einstein principles). The following happen:

(1) Light travels in vacuum at a finite speed, ¢ < oo.
(2) This speed c is the same for all inertial observers.
(3) In non-vacuum, the light speed is lower, v < c.
(4) Nothing can travel faster than light, v # c.

The point now is that, obviously, something is wrong here. Indeed, assuming for
instance that we have a train, running in vacuum at speed v > 0, and someone on board
lights a flashlight * towards the locomotive, then an observer o on the ground will see the
light traveling at speed ¢ + v > ¢, which is a contradiction:

X —8 > —_—
. c

—0— o— '—0—0—0-—0-

O— — — >

ctv

Equivalently, with the same train running, in vacuum at speed v > 0, if the observer
on the ground lights a flashlight * towards the back of the train, then viewed from the
train, that light will travel at speed ¢ 4+ v > ¢, which is a contradiction again:

< - — — =0 —_—
c+v v

183
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Summarizing, Fact 13.1 implies ¢ + v = ¢, so contradicts classical mechanics, which
therefore needs a fix. By dividing all speeds by ¢, as to have ¢ = 1, and by restricting the
attention to the 1D case, to start with, we are led to the following puzzle:

PuzzLE 13.2. How to define speed addition on the space of 1D speeds, which is
I=1[-1,1]
with our ¢ =1 convention, as to have 1 4+ ¢ =1, as required by physics?

In view of our basic geometric knowledge, a natural idea here would be that of wrap-
ping [—1, 1] into a circle, and then stereographically projecting on R. Indeed, we can then
“Import” to [—, 1, 1] the usual addition on R, via the inverse of this map.

So, let us see where all this leads us. First, the formula of our map is as follows:

PROPOSITION 13.3. The map wrapping [—1,1] into the unit circle, and then stereo-
graphically projecting on R is given by the formula
U
¢(u) = tan (7)

with the convention that our wrapping is the most straightforward one, making correspond
+1 — i, with negatives on the left, and positives on the right.

PROOF. Regarding the wrapping, as indicated, this is given by:
’ T
u—et | t=mu-— 5

Indeed, this correspondence wraps [—1, 1] as above, the basic instances of our corre-
spondence being as follows, and with everything being fine modulo 27:

T 1 T 1 T
-1 - i — _ Z 1 -
—>2 , 2—> ™ , 00— 5 2—>O , —>2

Regarding now the stereographic projection, the picture here is as follows:
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Thus, by Thales, the formula of the stereographic projection is as follows:

cost 1 —sint cost

= rT = ——
T 1 1 —sint
Now if we compose our wrapping operation above with the stereographic projection,
what we get is, via the above Thales formula, and some trigonometry:

cost
YT 1T sint
oS (7ru — %)
- 1—sin(7ru—§)
oS (% — 7ru)
B 1+sin(’21—77u)
sin(mu)
T o1+ cos(mu)
2sin (%) cos (%)
- 2 cos? (”—2“)
U
= tan <7>
Thus, we are led to the conclusion in the statement. U

The above result is very nice, but when it comes to physics, things do not work, for

instance because of the wrong slope of the function ¢(u) = tan (%) at the origin, which

makes our summing on [—1, 1] not compatible with the Galileo addition, at low speeds.

So, what to do? Obviously, trash Proposition 13.3, and start all over again. Getting
back now to Puzzle 13.2, this has in fact a simpler solution, based this time on algebra,
and which in addition is the good, physically correct solution, as follows:

THEOREM 13.4. If we sum the speeds according to the Finstein formula
u—+v
1+wuv
then the Galileo formula still holds, approximately, for low speeds

U+ V=

U+ >2u+v
and if we have u =1 or v =1, the resulting sum is u +.v = 1.

ProoF. All this is self-explanatory, and clear from definitions, and with the Einstein
formula of u 4, v itself being just an obvious solution to Puzzle 13.2, provided that,
importantly, we know 0 geometry, and rely on very basic algebra only. U
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So, very nice, problem solved, at least in 1D. But, shall we give up with geometry,
and the stereographic projection? Certainly not, let us try to recycle that material. In
order to do this, let us recall that the usual trigonometric functions are given by:

eix _ efim eiz + efix eiz _ efix
sing = ———— |, coST=—"7— |, tanr=-———
2i 2 i(e® + e~ir)

The point now is that, and you might know this from calculus, the above functions
have some natural “hyperbolic” or “imaginary” analogues, constructed as follows:

et —e™” et +e’ " et —e™”
sinhr = —— | coshx = ete” , tanhr = ——
2 2 er +e*

But the function on the right, tanh, starts reminding the formula of Einstein addition,

from Theorem 13.4. So, we have our idea, and we are led to the following result:

THEOREM 13.5. The Finstein speed summation in 1D is given by
tanh x +, tanh y = tanh(z + y)
with tanh : [—oo, 00] — [—1, 1] being the hyperbolic tangent function.

Proor. This follows by putting together our various formulae above, but it is perhaps
better, for clarity, to prove this directly. Our claim is that we have:

tanh x 4 tanhy
tanh =
anh(z + ) 1+ tanh z tanhy

But this can be checked via direct computation, from the definitions, as follows:
tanhx + tanhy
1+ tanh z tanhy
(e”” —e T e¥— e‘y) et —e T e¥—eY
B
e’ +e eY+e7Y e’ +e eY+e7Y
(e —e™)(eV +e )+ (e"+e ™)(e! —e)
(e +e®)(ev+e¥)+ (e —e®)(e¥ +eY)
2(eP Y — e=Y)
2(ety + e—+v)
= tanh(z +y)

Thus, we are led to the conclusion in the statement. [l

Very nice all this, hope you agree. As a conclusion, passing from the Riemann stere-
ographic projection sum to the Einstein summation basically amounts in replacing:

tan — tanh

Let us formulate as well this finding more philosophically, as follows:
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CONCLUSION 13.6. The FEinstein speed summation in 1D is the imaginary analogue
of the summation on [—1,1] obtained via Riemann’s stereographic projection.

Getting now to several dimensions, we have an obvious analogue of Puzzle 13.2 here,
and after doing the math, we are led to the following conclusion:

THEOREM 13.7. When defining the Finstein speed summation in 3D as

N 1 og u X (uXxv)
u V=—7—"—7—|1u v
‘ I+ < u,v > 1+ /1 - [P

in ¢ =1 units, the following happen:

(1) When u ~ v, we recover the previous 1D formula.

(2) We have ||ul|,||v]] <1 = [lu+ev]] < 1.
(3) When ||u|| =1, we have u 4+, v = u.

(4) When ||v]| = 1, we have ||u +.v|| = 1.

(5) However, ||v|]| =1 does not imply u +.v = v.
6

(6) Also, the formula u+.v =v 4. u fails.

In addition, the above formula is physically correct, agreeing with experiments.

Proor. This is something quite tricky, with the key physics claim at the end being
indeed true, and with the idea with the mathematical part being as follows:

(1) This is something which follows from definitions.

(2) In order to simplify notation, let us set 6 = y/1 — ||u||?, which is the inverse of the
quantity v = 1/4/1 — ||u||?>. With this convention, we have:

1 <u,v>u—|ul[*v
U+ = ———(u+v+
1+ <u,v > 149
(1+06+ <u,v>)u+ (1+8—||ul|*)v

(I4+ < u,v >)(1+9)

Taking now the squared norm and computing gives the following formula:

(L +0)%[fu + ol ? + (ul* — 20 + ) (lulP||v][*= < u,v >*)
(I4+ < u,v >)%(1+9)?

lu+evll* =

But this formula can be further processed by using § = /1 — ||u||?, and by navigating
through the various quantities which appear, we obtain, as a final product:

[l ol* = [Jul Pllo]*+ < u,v >
(1+ < u,v >)?

lu+evl|* =
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But this type of formula is exactly what we need, for what we want to do. Indeed, by
assuming ||u||, ||v]| < 1, we have the following estimate:
utev|? <1 <= |lu+o|® = ||ul|]v])*+ < u,v>2< (1+ < u,v >)?
= lu+v|)P = |uPPP<1+2<uv>
= ull* + ol = [JulPllol* < 1
= (L=l [o]]*) >0

Thus, we are led to the conclusion in the statement.
(3) This is something elementary, coming from definitions.

(4) This comes from the squared norm formula established in the proof of (2) above,
because when assuming ||v|| = 1, we obtain:

[|w+ o] [* = |||+ < u,v >2
(14 < u,v >)?
Nul|* +1+2<u,v>—|Jul|*+ <u,v>2
(I4+ < u,v >)?
14+2<u,v>+ <uv>?2
(1+ < u,v >)?

Hu+e U||2 =

=1
(5) This is clear, from the obvious lack of symmetry of our formula.

(6) This is again clear, from the obvious lack of symmetry of our formula. O

Time now to draw some concrete conclusions, from the above speed computations.
Since speed v = d/t is distance over time, we must fine-tune distance d, or time ¢, or
both. Let us first discuss, following as usual Einstein, what happens to time ¢. Here the
result, which might seem quite surprising, at a first glance, is as follows:

THEOREM 13.8. Relativistic time is subject to Lorentz dilation
t—t

where the number v > 1, called Lorentz factor, is given by the formula
1

e V1—v?/c?

with v being the moving speed, at which time is measured.

PROOF. Assume indeed that we have a train, moving to the right with speed v,
through vacuum. In order to compute the height h of the train, the passenger onboard
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switches on the ceiling light bulb, measures the time ¢ that the light needs to hit the floor,
by traveling at speed ¢, and concludes that the train height is h = ct:

—0 0— —0—0—0—0-
On the other hand, an observer on the ground will see here something different, namely
a right triangle, with on the vertical the height of the train h, on the horizontal the

distance vT" that the train has traveled, and on the hypotenuse the distance ¢T' that light
has traveled, with T" being the duration of the event, according to his watch:

Now by Pythagoras applied to this triangle, we have the following formula:
h? + (vT)?* = (¢T)?
Thus, the observer on the ground will reach to the following formula for h:
h=vVc2—v2.T
But h must be the same for both observers, so we have the following formula:
Ve — 02 T =ct
It follows that the two times ¢ and 7" are indeed not equal, and are related by:

T_ ct B t _
Ve =02 /1 -2/ !

Thus, we are led to the formula in the statement. Il

Let us discuss now what happens to length. We have here the following result:
THEOREM 13.9. Relativistic length is subject to Lorentz contraction
L — L/y

where the number v > 1, called Lorentz factor, is given by the usual formula
1

[ iyr:yr

with v being the mouving speed, at which length is measured.
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PROOF. As before in the proof of Theorem 13.8, meaning in the same train traveling
at speed v, in vacuum, imagine now that the passenger wants to measure the length L of
the car. For this purpose he switches on the light bulb, now at the rear of the car, and
measures the time ¢ needed for the light to reach the front of the car, and get reflected
back by a mirror installed there, according to the following scheme:

‘ L=ct/2

—O O ‘ —0—0—0—-0—
He concludes that, as marked above, the length L of the car is given by:
r=24
2

Now viewed from the ground, the duration of the event is T' = T} + T5, where T7 > T
are respectively the time needed for the light to travel forward, among others for beating
v, and the time for the light to travel back, helped this time by v. More precisely, if [
denotes the length of the train car viewed from the ground, the formula of T is:

[ [ 2lc
1t c—v+c+v 2 — v?
With this data, the formula T" = ~t of time dilation established before reads:
2le 2vL
22 MT o

Thus, the two lengths L and [ are indeed not equal, and related by:
L(c? —v? 2 L L
l_lﬁ_ilwic_i)_L;_

2 2 2y
Thus, we are led to the conclusion in the statement. U

With the above discussed, time now to get into the real thing, namely happens to our
usual R*. The result here, which is something quite tricky, is as follows:

THEOREM 13.10. In the context of a relativistic object moving with speed v along the
x axis, the frame change is given by the Lorentz transformation

' =y(x — vt)
/:y
2=z

t' =~(t —vz/c?)
with v = 1/4/1 —v%/c? being as usual the Lorentz factor.
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ProOF. We know that, with respect to the non-relativistic formulae, x is subject to
the Lorentz dilation by v, and we obtain as desired:

' = ~v(z — vt)

Regarding y, z, these are obviously unchanged, so done with these too. Finally, for ¢
we must use the reverse Lorentz transformation, given by the following formulae:

x =2 + vt
y=y
z2=2

By using the formula of 2’ we can compute ', and we obtain the following formula:

, x — vy
r=
=7z —t)
— o
I e L
v

On the other hand, we have the following computation:
2
c

V=g—0m = 7@ -v)=c = (-1 =7

Thus we can finish the computation of ¢’ as follows:

V2ot + (1 — %)z

t =
Yv
R e GO s
— o
B VT
= (- 2)
We are therefore led to the conclusion in the statement. O

Now since y, z are irrelevant, we can put them at the end, and put the time ¢ first, as
to be close to . By multiplying as well the time equation by ¢, our system becomes:

ct’ = ~(ct —vzx/c)

r' = ~(z — vt)
y =y
2=z

In linear algebra terms, the result is as follows:
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THEOREM 13.11. The Lorentz transformation is given by

v =By 0 0 ct ct’
By ~v 00 x| |2
o o 1o]lly|l |y
0 0 01 z Z

where v = 1/4/1 —v2/c? as usual, and where f = v/c.

PROOF. In terms of 5 = v/c, replacing v, the system looks as follows:
ct" = y(ct — Bx)

x' = ~(x — Bet)
Y=y
2=z
But this gives the formula in the statement. U

As a nice and basic theoretical application of the Lorentz transform, this brings a new
viewpoint on the Einstein speed addition formula, the result being follows:

THEOREM 13.12. The speed addition formula in 3D relativity is

N 1 od u X (uxv)
Utev="—"—"—"—""—"\|u+v
I+ <wu,v> 14 /1= [[ul[?

m c =1 units.

ProOF. We already know this, but the point is that we can derive this as well from
the formula of the Lorentz transform, by computing some derivatives, as follows:

(1) The idea will be that of differentiating x,y, z,¢ in the formulae for the inverse
Lorentz transform, which are as follows:

=2 +ut')
y=y
z2=2

t =yt +uz'/?)
(2) Indeed, by differentiating these equalities, we obtain the following formulae:
dr = ~(dz' + udt’)
dy = dy’
dz = dz'
dt = y(dt' + udx’/c?)
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(3) Now by dividing the first three formulae by the fourth one, we obtain:
dv  da' + udt
dt — dt' + udz' />

dy _ dy
dt — y(dt' + udx'/c?)
dz dz

dat ~y(dt' + udz'/c?)

(4) We can make these look better by dividing everywhere by dt’, and we get:

de  da'/dt' +u

dt — 1+u/c-da'/dt
dy dy' /dt’
dt (1 +u/c-da/dt)
dz dz'/dt’

dt (14 u/c - da'/dt")
(5) In terms of speeds now, this means that we have, with w = u +, v:
Ve + U

ww:_1+U/C2"UCE

(6) Now in ¢ = 1 units, these formulae are as follows, with w = u +, v:

Ve + U
Wy =
14 uv,
Yy
Wy = ————
Yyl 4 uwy)
Uz
W, = ———
v(1 + uvy)
(7) In vector notation now, the above formulae show that we have:
Vg
Utev=——"——1u+ |v,/vy
1+ < >
+ <wu,v v. /v

(8) On the other hand, we have the following formula, coming from definitions:

0

ux (uxv)=|—uy,

—u?v,

193
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(9) We deduce from this that we have the following formula:

u X (uxv) Uz

= | vy/v
1++vV1—u? Uz/’)/

(10) Summarizing, we have recovered the formula for speed addition in relativity, from
before, in our present configuration, with u assumed to be along the Ox axis. But with
this, the result in general follows too, either by decomposing one speed vector with respect
to the other, or simply by arguing that everything is rotation invariant. U

v

Recall now that in the non-relativistic setting two events are separated by space Ax
and time At, with these two separation variables being independent. In relativistic physics
this is no longer true, and the correct analogue of this comes from:

THEOREM 13.13. The following quantity, called relativistic spacetime separation
As® = A — (Ax® + Ay? + Az?)
15 invariant under relativistic frame changes.

ProoF. This is something important, and as before with such things, we will take
our time, and carefully understand how this result works:

(1) Let us first examine the case of the standard configuration. We must prove that
the quantity K = c*t? — 22 — y? — 22 is invariant under Lorentz transformations, in the

standard configuration. For this purpose, observe that we have:

1 0 0 0 ct ct

0 -1 0 0 T
K:<o 0 -1 0 ’ >
z

0O 0 0 -1/ \=z

< 8
<

Now recall that the Lorentz transformation is given in standard configuration by the
following formula, where v = 1/4/1 — v?/c? as usual, and where 5 = v/c:

ct’ v =By 0 0 ct
1 [(-By ~v 00 x
y | 0 0 10 Yy
z' 0 0 01 z

Thus, if we denote by L the matrix of the Lorentz transformation, and by E the matrix
found before, we must prove that for any vector £ we have:

< FE¢ E>=< FLE LE >
Since the matrix L is symmetric, we have the following formula:
< EL¢ LE >=< LELE, € >
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Thus, we must prove that we have ' = LEL. But this is the same as proving that
we have L™'E = EL. Moreover, by using the fact that the passage L — L' is given by
8 — —0, what we eventually want to prove is that:

L_sE = ELg

So, let us prove this. As usual we can restrict the attention to the upper left corner,
call that NW corner, and here we have the following computation:

(L_gE)nw = (577 677) ((1) _01) h ([377 ——6“7)

On the other hand, we have as well the following computation:

(BLg)nw = ((1] _01) (_757 _57) - (577 —_577)

The matrices on the right being equal, this gives the result.

(2) Now let us prove the invariance in general. The matrix of the Lorentz transforma-
tion being a bit complicated, in this case, as explained in the above, the best is to use for
this the raw formulae of 2/, ¢, that we found in the above, namely:

<v,T >0
, <v,z >
N
c
With these formulae in hand, we have the following computation:
(ct')? —[]2/]|*
5 <v,x >\2
- (a-=22)
c
5 < U, T >3

—[|z|]* = (v — 1) TR — ||

<wv,z>2
—2(7—1)W+27t <v,x>F2y(y -1t <v,x >

= P~ |Jo]|*) - [|]]”
+ <,z > (=29%t+ 29t + 29(y = 1)t)

2 2
7 (=1 2(7—1))
+ < v,z >? <—— —
¢l ||vl[?
2 2_1
= AP —||2]+ < v,z >> (2—2 - 7HU|’2 )

= - |z
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Here we have used the following trivial formula, for the coefficient of #2:
2 2
2/ 2 2 ¢ — vl 2
= 1||?) =——5— =
e = k) = 1

Also, we have used the following formula, for the coefficient of < v,z >2:

2 2

vy v =1 1 1 1

2 2 v (_2_ 2>+ 2
vl ol ]|

B 1 ||v]|* — ¢? 1
L—||[*/c¢t  All2 ]2
c? l|v]|* — 2 1
2 —|l> A2 ]?
1 1

REEARE
= 0
Thus, we are led to the conclusion in the statement.
13b.
13c.
13d.
13e. Exercises
Exercises:
EXERCISE 13.14.
EXERCISE 13.15.
EXERCISE 13.16.
EXERCISE 13.17.
EXERCISE 13.18.
EXERCISE 13.19.
EXERCISE 13.20.
EXERCISE 13.21.

Bonus exercise.



Exercises:

EXERCISE 14.1.
EXERCISE 14.2.
EXERCISE 14.3.
EXERCISE 14.4.
EXERCISE 14.5.
EXERCISE 14.6.
EXERCISE 14.7.

EXERCISE 14.8.

Bonus exercise.

CHAPTER 14

Lorentz manifolds

14a. Lorentz manifolds
14b.
14c.
14d.

14e. Exercises
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Exercises:

EXERCISE 15.1.
EXERCISE 15.2.
EXERCISE 15.3.
EXERCISE 15.4.
EXERCISE 15.5.
EXERCISE 15.6.
EXERCISE 15.7.

EXERCISE 15.8.

Bonus exercise.

CHAPTER 15

Curved spacetime

15a. Curved spacetime
15b.
15c.
15d.

15e. Exercises

199






CHAPTER 16

Advanced aspects

16a. Advanced aspects
16b.
16c¢.
16d.
16e. Exercises

Congratulations for having read this book, and no exercises for this final chapter.
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spherical harmonics, 103
spherical integral, 67, 70, 71
spin matrices, 132

square matrix, 12

square root, 17

state of system, 101

step function, 35
stereographic projection, 122, 184
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sum of eigenvalues, 19
sum of speeds, 185
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Sylvester theorem, 118, 119
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symmetric group, 151
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Tannakian category, 149
Tannakian duality, 149
Taylor formula, 30, 32
tensor category, 144, 149
thermal diffusivity, 85
time dilation, 188

time-independent equation, 102

Tonelli theorem, 46
total energy, 101

trigonometric integral, 50, 65

Tschirnhausen curve, 117

uniform integration, 147
uniformly continuous, 21
union of curves, 116
unit sphere, 49, 63
unitary group, 79
unitary matrix, 16

variance, 58

vector product, 187
vector space, 13

volume inflation, 53
volume of ellipsoid, 53, 55

volume of sphere, 49, 51, 52, 62, 63

Wallis formula, 50, 65
wave equation, 81

wave function, 101
Weingarten formula, 152
Weingarten matrix, 147
Wick formula, 77, 78
work, 157

zero of polynomials, 119
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