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Abstract. This is an introduction to the theory of C∗-algebras. These are the norm
closed ∗-algebras of bounded linear operators on a complex Hilbert space, A ⊂ B(H),
but can be axiomatized as well abstractly, as being the Banach ∗-algebras (A, ||.||) whose
norm is subject to the condition ||aa∗|| = ||a||2. Moreover, they can be interpreted as well
as being the algebras of continuous functions on compact quantum spaces, A = C(X).
We first discuss the C∗-algebra basics, with the aim of understanding well the equivalence
between these 3 points of view: operator theoretic, functional analytic, and geometric.
Then we go into a more detailed study of the main classes of examples, and what can be
done with them, with various geometric and analytic motivations in mind.



Preface

What is a quantum space? This is a good and appropriate question, in the present
nuclear age, and this regardless of whether you are a mathematics or physics student, or
even professor, or just some random guy in the street, with a vague high-school knowledge
of modern science. Not that we can really control all these nuclear beasts, and what they
can do by themselves, shall they ever start being animated by some form of intelligence,
but at least, for having some theoretical understanding of them.

In answer, a quantum space is the dual of a C∗-algebra. To be more precise, the
C∗-algebras are something precise and mathematical, that we can see, and manipulate,
so to say, as humans, all routine work here, certainly no problem with that. As for the
quantum spaces themselves, these appear as, well, so-called duals of these C∗-algebras,
and in the lack of appropriate senses in order to see, smell or taste them, we can still work
and work a lot on the C∗-algebras, in order to get familiar with them.

This was for the general idea, with two main points of view on the question, but in
practice now, things further ramify, with four points of view, which are as follows:

(1) Concrete C∗-algebras. These are by definition the norm closed ∗-algebras of
bounded linear operators on a complex Hilbert space, A ⊂ B(H).

(2) Abstract C∗-algebras. These are the same thing, but axiomatized as being the
Banach ∗-algebras (A, ||.||) whose norm is subject to the condition ||aa∗|| = ||a||2.

(3) Abstract quantum spaces. These are the beasts X obtained by formally writing
the C∗-algebras as being the algebras of continuous functions on them, A = C(X).

(4) Concrete quantum spaces. Same beasts X, but appearing this time in relation
with quantum physics, by zooming down and enjoying, with a good microscope.

Excited by this? So am I, despite having spent 30 years in this business, and having
not understood much, but never too late, for remaining forever young. So, this will be
what we will be talking about, in this book, introduction to (1-4).

In practice, the book is organized in four parts, with the first half, Parts I-II, discussing
the C∗-algebra basics, with the aim of understanding well the equivalence between (1-2),
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4 PREFACE

and with a constant look into (3) too. Then, in the second half, Parts III-IV, we will get
into a more detailed study of the main classes of examples, and what can be done with
them, with various geometric and analytic motivations, in relation with (3-4), in mind.

In the hope that you will like this book, and do not hesitate of course to have on your
desk at least 3-4 other books on the same topic, for some sort of simultaneous reading,
mixing various viewpoints, learning C∗-algebras being no easy business, for us humans.

Speaking learning, many thanks to the many books on the subject, old or more recent,
that I have been struggling with as a student, then as a young researcher, and then as,
well, confirmed researcher. Many thanks as well to my cats, they say that (4) is trivial
and that (1-3) come as corollaries, hope one day I’ll reach to their level of wisdom.

Cergy, April 2025

Teo Banica
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Part I

C*-algebras



I see a boat on the river
It’s sailing away
Down to the ocean
Where to I can’t say



CHAPTER 1

Operator theory

1a. Linear operators

We would like to first discuss the theory of linear operators T : H → H over a complex
Hilbert space H, usually taken separable. Let us start with a basic result, as follows:

Theorem 1.1. Given a Hilbert space H, consider the linear operators T : H → H,
and for each such operator define its norm by the following formula:

||T || = sup
||x||=1

||Tx||

The operators which are bounded, ||T || < ∞, form then a complex algebra B(H), which
is complete with respect to ||.||. When H comes with a basis {ei}i∈I , we have

B(H) ⊂ L(H) ⊂MI(C)

where L(H) is the algebra of all linear operators T : H → H, and L(H) ⊂ MI(C) is the
correspondence T →M obtained via the usual linear algebra formulae, namely:

T (x) =Mx , Mij =< Tej, ei >

In infinite dimensions, none of the above two inclusions is an equality.

Proof. This is something straightforward, the idea being as follows:

(1) The fact that we have indeed an algebra, satisfying the product condition in the
statement, follows from the following estimates, which are all elementary:

||S + T || ≤ ||S||+ ||T || , ||λT || = |λ| · ||T || , ||ST || ≤ ||S|| · ||T ||

(2) Regarding now the completness assertion, if {Tn} ⊂ B(H) is Cauchy then {Tnx}
is Cauchy for any x ∈ H, so we can define the limit T = limn→∞ Tn by setting:

Tx = lim
n→∞

Tnx

11



12 1. OPERATOR THEORY

Let us first check that the application x→ Tx is linear. We have:

T (x+ y) = lim
n→∞

Tn(x+ y)

= lim
n→∞

Tn(x) + Tn(y)

= lim
n→∞

Tn(x) + lim
n→∞

Tn(y)

= T (x) + T (y)

Similarly, we have T (λx) = λT (x), and we conclude that T ∈ L(H).

(3) With this done, it remains to prove now that we have T ∈ B(H), and that Tn → T
in norm. For this purpose, observe that we have:

||Tn − Tm|| ≤ ε , ∀n,m ≥ N =⇒ ||Tnx− Tmx|| ≤ ε , ∀||x|| = 1 , ∀n,m ≥ N

=⇒ ||Tnx− Tx|| ≤ ε , ∀||x|| = 1 , ∀n ≥ N

=⇒ ||TNx− Tx|| ≤ ε , ∀||x|| = 1

=⇒ ||TN − T || ≤ ε

But this gives both T ∈ B(H), and TN → T in norm, and we are done.

(4) Regarding the embeddings, the correspondence T →M in the statement is indeed
linear, and its kernel is {0}, so we have indeed an embedding as follows, as claimed:

L(H) ⊂MI(C)

In finite dimensions we have an isomorphism, because any M ∈ MN(C) determines
an operator T : CN → CN , given by < Tej, ei >= Mij. However, in infinite dimensions,
we have matrices not producing operators, as for instance the all-one matrix.

(5) As for the examples of linear operators which are not bounded, these are more
complicated, coming from logic, and we will not really need them in what follows. □

As a second basic result regarding the operators, we will need:

Theorem 1.2. Each operator T ∈ B(H) has an adjoint T ∗ ∈ B(H), given by:

< Tx, y >=< x, T ∗y >

The operation T → T ∗ is antilinear, antimultiplicative, involutive, and satisfies:

||T || = ||T ∗|| , ||TT ∗|| = ||T ||2

When H comes with a basis {ei}i∈I , the operation T → T ∗ corresponds to

(M∗)ij =M ji

at the level of the associated matrices M ∈MI(C).
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Proof. This is standard too, and can be proved in 3 steps, as follows:

(1) The existence of the adjoint operator T ∗, given by the formula in the statement,
comes from the fact that the function φ(x) =< Tx, y > being a linear map H → C, we
must have a formula as follows, for a certain vector T ∗y ∈ H:

φ(x) =< x, T ∗y >

Moreover, since this vector is unique, T ∗ is unique too, and we have as well:

(S + T )∗ = S∗ + T ∗ , (λT )∗ = λ̄T ∗ , (ST )∗ = T ∗S∗ , (T ∗)∗ = T

Observe also that we have indeed T ∗ ∈ B(H), because:

||T || = sup
||x||=1

sup
||y||=1

< Tx, y >

= sup
||y||=1

sup
||x||=1

< x, T ∗y >

= ||T ∗||
(2) Regarding now ||TT ∗|| = ||T ||2, which is a key formula, observe that we have:

||TT ∗|| ≤ ||T || · ||T ∗|| = ||T ||2

On the other hand, we have as well the following estimate:

||T ||2 = sup
||x||=1

| < Tx, Tx > |

= sup
||x||=1

| < x, T ∗Tx > |

≤ ||T ∗T ||
By replacing T → T ∗ we obtain from this ||T ||2 ≤ ||TT ∗||, as desired.
(3) Finally, when H comes with a basis, the formula < Tx, y >=< x, T ∗y > applied

with x = ei, y = ej translates into the formula (M∗)ij =M ji, as desired. □

Let us discuss now the diagonalization problem for the operators T ∈ B(H), in anal-
ogy with the diagonalization problem for the usual matrices A ∈ MN(C). As a first
observation, we can talk about eigenvalues and eigenvectors, as follows:

Definition 1.3. Given an operator T ∈ B(H), assuming that we have

Tx = λx

we say that x ∈ H is an eigenvector of T , with eigenvalue λ ∈ C.

We know many things about eigenvalues and eigenvectors, in the finite dimensional
case. However, most of these will not extend to the infinite dimensional case, or at least
not extend in a straightforward way, due to a number of reasons:
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(1) Most of basic linear algebra is based on the fact that Tx = λx is equivalent to
(T − λ)x = 0, so that λ is an eigenvalue when T − λ is not invertible. In the
infinite dimensional setting T − λ might be injective and not surjective, or vice
versa, or invertible with (T − λ)−1 not bounded, and so on.

(2) Also, in linear algebra T −λ is not invertible when det(T −λ) = 0, and with this
leading to most of the advanced results about eigenvalues and eigenvectors. In
infinite dimensions, however, it is impossible to construct a determinant function
det : B(H) → C, and this even for the diagonal operators on l2(N).

Summarizing, we are in trouble. Forgetting about (2), which obviously leads nowhere,
let us focus on the difficulties in (1). In order to cut short the discussion there, regarding
the various properties of T−λ, we can just say that T−λ is either invertible with bounded
inverse, the “good case”, or not. We are led in this way to the following definition:

Definition 1.4. The spectrum of an operator T ∈ B(H) is the set

σ(T ) =
{
λ ∈ C

∣∣∣T − λ ̸∈ B(H)−1
}

where B(H)−1 ⊂ B(H) is the set of invertible operators.

As a basic example, in the finite dimensional case, H = CN , the spectrum of a usual
matrix A ∈ MN(C) is the collection of its eigenvalues, taken without multiplicities. We
will see many other examples. In general, the spectrum has the following properties:

Proposition 1.5. The spectrum of T ∈ B(H) contains the eigenvalue set

ε(T ) =
{
λ ∈ C

∣∣∣ ker(T − λ) ̸= {0}
}

and ε(T ) ⊂ σ(T ) is an equality in finite dimensions, but not in infinite dimensions.

Proof. We have several assertions here, the idea being as follows:

(1) First of all, the eigenvalue set is indeed the one in the statement, because Tx = λx
tells us precisely that T − λ must be not injective. The fact that we have ε(T ) ⊂ σ(T ) is
clear as well, because if T − λ is not injective, it is not bijective.

(2) In finite dimensions we have ε(T ) = σ(T ), because T − λ is injective if and only if
it is bijective, with the boundedness of the inverse being automatic.

(3) In infinite dimensions we can assumeH = l2(N), and the shift operator S(ei) = ei+1

is injective but not surjective. Thus 0 ∈ σ(T )− ε(T ). □

Philosophically, the best way of thinking at this is as follows: the numbers λ /∈ σ(T )
are good, because we can invert T − λ, the numbers λ ∈ σ(T )− ε(T ) are bad, because so
they are, and the eigenvalues λ ∈ ε(T ) are evil. Welcome to operator theory.

Let us develop now some general theory. As a first goal, we would like to prove that
the spectra are non-empty. This is something quite tricky, the result being as follows:
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Theorem 1.6. The spectrum of a bounded operator T ∈ B(H) is:

(1) Compact.
(2) Contained in the disc D0(||T ||).
(3) Non-empty.

Proof. This can be proved by using some complex analysis, as follows:

(1) In view of (2) below, it is enough to prove that σ(T ) is closed. But this follows
from the following computation, with |ε| being small:

λ /∈ σ(T ) =⇒ T − λ ∈ B(H)−1

=⇒ T − λ− ε ∈ B(H)−1

=⇒ λ+ ε /∈ σ(T )

(2) This follows indeed from the following computation:

λ > ||T || =⇒
∣∣∣∣∣∣T
λ

∣∣∣∣∣∣ < 1

=⇒ 1− T

λ
∈ B(H)−1

=⇒ λ− T ∈ B(H)−1

=⇒ λ /∈ σ(T )

(3) Assume by contradiction σ(T ) = ∅. Given a linear form f ∈ B(H)∗, consider the
following map, which is well-defined, due to our assumption σ(T ) = ∅:

φ : C → C , λ→ f((T − λ)−1)

By using the fact that T → T−1 is differentiable, which is something elementary, we
conclude that this map is differentiable, and so holomorphic. Also, we have:

λ→ ∞ =⇒ T − λ→ ∞
=⇒ (T − λ)−1 → 0

=⇒ f((T − λ))−1 → 0

Thus by the Liouville theorem we obtain φ = 0. But, in view of the definition of φ,
this gives (T − λ)−1 = 0, which is a contradiction, as desired. □

Here is now a second basic result regarding the spectra, inspired from what happens
in finite dimensions, for the usual complex matrices, and which shows that things do not
necessarily extend without troubles to the infinite dimensional setting:

Theorem 1.7. We have the following formula, valid for any operators S, T :

σ(ST ) ∪ {0} = σ(TS) ∪ {0}
In finite dimensions we have σ(ST ) = σ(TS), but this fails in infinite dimensions.
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Proof. There are several assertions here, the idea being as follows:

(1) This is something that we know in finite dimensions, coming from the fact that
the characteristic polynomials of the associated matrices A,B coincide:

PAB = PBA

Thus we obtain σ(ST ) = σ(TS) in this case, as claimed. Observe that this improves
twice the general formula in the statement, first because we have no issues at 0, and
second because what we obtain is actually an equality of sets with mutiplicities.

(2) In general now, let us first prove the main assertion, stating that σ(ST ), σ(TS)
coincide outside 0. We first prove that we have the following implication:

1 /∈ σ(ST ) =⇒ 1 /∈ σ(TS)

Assume indeed that 1− ST is invertible, with inverse denoted R:

R = (1− ST )−1

We have then the following formulae, relating our variables R, S, T :

RST = STR = R− 1

By using RST = R− 1, we have the following computation:

(1 + TRS)(1− TS) = 1 + TRS − TS − TRSTS

= 1 + TRS − TS − TRS + TS

= 1

A similar computation, using STR = R− 1, shows that we have:

(1− TS)(1 + TRS) = 1

Thus 1 − TS is invertible, with inverse 1 + TRS, which proves our claim. Now by
multiplying by scalars, we deduce from this that for any λ ∈ C− {0} we have:

λ /∈ σ(ST ) =⇒ λ /∈ σ(TS)

But this leads to the conclusion in the statement.

(3) Regarding now the counterexample to the formula σ(ST ) = σ(TS), in general, let
us take S to be the shift on H = L2(N), given by the following formula:

S(ei) = ei+1

As for T , we can take it to be the adjoint of S, and we have:

S∗S = 1 =⇒ 0 /∈ σ(SS∗)

SS∗ = Proj(e⊥0 ) =⇒ 0 ∈ σ(SS∗)

Thus, the spectra do not match on 0, and so we have our counterexample. □
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1b. Spectral radius

Let us develop now some systematic theory for the computation of the spectra, based
on what we know about the eigenvalues of the usual complex matrices. As a first result,
which is well-known for the usual matrices, and extends well, we have:

Theorem 1.8. We have the “polynomial functional calculus” formula

σ(P (T )) = P (σ(T ))

valid for any polynomial P ∈ C[X], and any operator T ∈ B(H).

Proof. We pick a scalar λ ∈ C, and we decompose the polynomial P − λ:

P (X)− λ = c(X − r1) . . . (X − rn)

We have then the following equivalences:

λ /∈ σ(P (T )) ⇐⇒ P (T )− λ ∈ B(H)−1

⇐⇒ c(T − r1) . . . (T − rn) ∈ B(H)−1

⇐⇒ T − r1, . . . , T − rn ∈ B(H)−1

⇐⇒ r1, . . . , rn /∈ σ(T )

⇐⇒ λ /∈ P (σ(T ))

Thus, we are led to the formula in the statement. □

The above result is something very useful, and generalizing it will be our next task.
As a first ingredient here, assuming that A ∈MN(C) is invertible, we have:

σ(A−1) = σ(A)−1

It is possible to extend this formula to the arbitrary operators, and we will do this
in a moment. Before starting, however, we have to find a class of functions generalizing
both the polynomials P ∈ C[X] and the inverse function x → x−1. The answer to this
question is provided by the rational functions, which are as follows:

Definition 1.9. A rational function f ∈ C(X) is a quotient of polynomials:

f =
P

Q

Assuming that P,Q are prime to each other, we can regard f as a usual function,

f : C−X → C
with X being the set of zeros of Q, also called poles of f .

Now that we have our class of functions, the next step consists in applying them to
operators. Here we cannot expect f(T ) to make sense for any f and any T , for instance
because T−1 is defined only when T is invertible. We are led in this way to:
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Definition 1.10. Given an operator T ∈ B(H), and a rational function f = P/Q
having poles outside σ(T ), we can construct the following operator,

f(T ) = P (T )Q(T )−1

that we can denote as a usual fraction, as follows,

f(T ) =
P (T )

Q(T )

due to the fact that P (T ), Q(T ) commute, so that the order is irrelevant.

To be more precise, f(T ) is indeed well-defined, and the fraction notation is justified
too. In more formal terms, we can say that we have a morphism of complex algebras as
follows, with C(X)T standing for the rational functions having poles outside σ(T ):

C(X)T → B(H) , f → f(T )

Summarizing, we have now a good class of functions, generalizing both the polynomials
and the inverse map x→ x−1. We can now extend Theorem 1.8, as follows:

Theorem 1.11. We have the “rational functional calculus” formula

σ(f(T )) = f(σ(T ))

valid for any rational function f ∈ C(X) having poles outside σ(T ).

Proof. We pick a scalar λ ∈ C, we write f = P/Q, and we set:

F = P − λQ

By using now Theorem 1.9, for this polynomial, we obtain:

λ ∈ σ(f(T )) ⇐⇒ F (T ) /∈ B(H)−1

⇐⇒ 0 ∈ σ(F (T ))

⇐⇒ 0 ∈ F (σ(T ))

⇐⇒ ∃µ ∈ σ(T ), F (µ) = 0

⇐⇒ λ ∈ f(σ(T ))

Thus, we are led to the formula in the statement. □

As an application of the above methods, we can investigate certain special classes of
operators, such as the self-adjoint ones, and the unitary ones. Let us start with:

Proposition 1.12. The following happen:

(1) We have σ(T ∗) = σ(T ), for any T ∈ B(H).
(2) If T = T ∗ then X = σ(T ) satisfies X = X.
(3) If U∗ = U−1 then X = σ(U) satisfies X−1 = X.
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Proof. We have several assertions here, the idea being as follows:

(1) The spectrum of the adjoint operator T ∗ can be computed as follows:

σ(T ∗) =
{
λ ∈ C

∣∣∣T ∗ − λ /∈ B(H)−1
}

=
{
λ ∈ C

∣∣∣T − λ̄ /∈ B(H)−1
}

= σ(T )

(2) This is clear indeed from (1).

(3) For a unitary operator, U∗ = U−1, Theorem 1.11 and (1) give:

σ(U)−1 = σ(U−1) = σ(U∗) = σ(U)

Thus, we are led to the conclusion in the statement. □

In analogy with what happens for the usual matrices, we would like to improve now
(2,3) above, with results stating that the spectrum X = σ(T ) satisfies X ⊂ R for self-
adjoints, and X ⊂ T for unitaries. This will be tricky. Let us start with:

Theorem 1.13. The spectrum of a unitary operator

U∗ = U−1

is on the unit circle, σ(U) ⊂ T.

Proof. Assuming U∗ = U−1, we have the following norm computation:

||U || =
√

||UU∗|| =
√
1 = 1

Now if we denote by D the unit disk, we obtain from this:

σ(U) ⊂ D

On the other hand, once again by using U∗ = U−1, we have as well:

||U−1|| = ||U∗|| = ||U || = 1

Thus, as before with D being the unit disk in the complex plane, we have:

σ(U−1) ⊂ D

Now by using Theorem 1.11, we obtain σ(U) ⊂ D ∩D−1 = T, as desired. □

We have as well a similar result for the self-adjoints, as follows:

Theorem 1.14. The spectrum of a self-adjoint operator

T = T ∗

consists of real numbers, σ(T ) ⊂ R.
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Proof. The idea is that we can deduce the result from Theorem 1.13, by using the
following remarkable rational function, depending on a parameter r ∈ R:

f(z) =
z + ir

z − ir

Indeed, for r >> 0 the operator f(T ) is well-defined, and we have:(
T + ir

T − ir

)∗

=
T − ir

T + ir
=

(
T + ir

T − ir

)−1

Thus f(T ) is unitary, and by using Theorem 1.13 we obtain:

σ(T ) ⊂ f−1(f(σ(T )))

= f−1(σ(f(T )))

⊂ f−1(T)
= R

Thus, we are led to the conclusion in the statement. □

One key thing that we know about matrices, which is clear for the diagonalizable
matrices, and then in general follows by density, is the following formula:

σ(eA) = eσ(A)

We would like to have such formulae for the general operators T ∈ B(H), but this is
something quite technical. Consider the rational calculus morphism from Definition 1.10,
which is as follows, with the exponent standing for “having poles outside σ(T )”:

C(X)T → B(H) , f → f(T )

As mentioned before, the rational functions are holomorphic outside their poles, and
this raises the question of extending this morphism, as follows:

Hol(σ(T )) → B(H) , f → f(T )

But for this, we can use the Cauchy formula. Indeed, given a function f ∈ C(X)T ,
the operator f(T ) ∈ B(H) from Definition 1.10 can be recaptured as follows:

f(T ) =
1

2πi

∫
γ

f(z)

z − T
dz

Now given an arbitrary function f ∈ Hol(σ(T )), we can define f(T ) ∈ B(H) by the
exactly same formula, and we obtain in this way the desired correspondence:

Hol(σ(T )) → B(H) , f → f(T )

This was for the plan. In practice now, all this needs a bit of care, with many verifi-
cations needed, and with the technical remark that a winding number must be added to
the above Cauchy formulae, for things to be correct. The result is as follows:
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Theorem 1.15. Given T ∈ B(H), we have a morphism of algebras as follows, where
Hol(σ(T )) is the algebra of functions which are holomorphic around σ(T ),

Hol(σ(T )) → B(H) , f → f(T )

which extends the previous rational functional calculus f → f(T ). We have:

σ(f(T )) = f(σ(T ))

Moreover, if σ(T ) is contained in an open set U and fn, f : U → C are holomorphic
functions such that fn → f uniformly on compact subsets of U then fn(T ) → f(T ).

Proof. This follows indeed by reasoning along the above lines, by making a heavy
use of the Cauchy formula, and for full details here, we refer to any specialized operator
theory book. In what follows, we will not really need this result. □

In order to formulate now our next result, we will need the following notion:

Definition 1.16. Given an operator T ∈ B(H), its spectral radius

ρ(T ) ∈
[
0, ||T ||

]
is the radius of the smallest disk centered at 0 containing σ(T ).

Now with this notion in hand, we have the following key result, improving our key
theoretical result so far about spectra, namely σ(T ) ̸= ∅, from Theorem 1.6:

Theorem 1.17. The spectral radius of an operator T ∈ B(H) is given by

ρ(T ) = lim
n→∞

||T n||1/n

and in this formula, we can replace the limit by an inf.

Proof. We have several things to be proved, the idea being as follows:

(1) Our first claim is that the numbers un = ||T n||1/n satisfy:

(n+m)un+m ≤ nun +mum

Indeed, we have the following estimate, using the Young inequality ab ≤ ap/p+ bq/q,
with exponents p = (n+m)/n and q = (n+m)/m:

un+m = ||T n+m||1/(n+m)

≤ ||T n||1/(n+m)||Tm||1/(n+m)

≤ ||T n||1/n · n

n+m
+ ||Tm||1/m · m

n+m

=
nun +mum
n+m

(2) Our second claim is that the second assertion holds, namely:

lim
n→∞

||T n||1/n = inf
n
||T n||1/n
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For this purpose, we just need the inequality found in (1). Indeed, fix m ≥ 1, let
n ≥ 1, and write n = lm+ r with 0 ≤ r ≤ m− 1. By using twice uab ≤ ub, we get:

un ≤ 1

n
(lmulm + rur)

≤ 1

n
(lmum + ru1)

≤ um +
r

n
u1

It follows that we have lim supn un ≤ um, which proves our claim.

(3) Summarizing, we are left with proving the main formula, which is as follows, and
with the remark that we already know that the sequence on the right converges:

ρ(T ) = lim
n→∞

||T n||1/n

In one sense, we can use the polynomial calculus formula σ(T n) = σ(T )n. Indeed, this
gives the following estimate, valid for any n, as desired:

ρ(T ) = sup
λ∈σ(T )

|λ|

= sup
ρ∈σ(T )n

|ρ|1/n

= sup
ρ∈σ(Tn)

|ρ|1/n

= ρ(T n)1/n

≤ ||T n||1/n

(4) For the reverse inequality, we fix a number ρ > ρ(T ), and we want to prove that
we have ρ ≥ limn→∞ ||T n||1/n. By using the Cauchy formula, we have:

1

2πi

∫
|z|=ρ

zn

z − T
dz =

1

2πi

∫
|z|=ρ

∞∑
k=0

zn−k−1T k dz

=
∞∑
k=0

1

2πi

(∫
|z|=ρ

zn−k−1dz

)
T k

=
∞∑
k=0

δn,k+1T
k

= T n−1

By applying the norm we obtain from this formula:

||T n−1|| ≤ 1

2π

∫
|z|=ρ

∣∣∣∣∣∣∣∣ zn

z − T

∣∣∣∣∣∣∣∣ dz ≤ ρn · sup
|z|=ρ

∣∣∣∣∣∣∣∣ 1

z − T

∣∣∣∣∣∣∣∣
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Since the sup does not depend on n, by taking n-th roots, we obtain in the limit:

ρ ≥ lim
n→∞

||T n||1/n

Now recall that ρ was by definition an arbitrary number satisfying ρ > ρ(T ). Thus,
we have obtained the following estimate, valid for any T ∈ B(H):

ρ(T ) ≥ lim
n→∞

||T n||1/n

Thus, we are led to the conclusion in the statement. □

In the case of the normal elements, we have the following finer result:

Theorem 1.18. The spectral radius of a normal element,

TT ∗ = T ∗T

is equal to its norm.

Proof. We can proceed in two steps, as follows:

Step 1. In the case T = T ∗ we have ||T n|| = ||T ||n for any exponent of the form

n = 2k, by using the formula ||TT ∗|| = ||T ||2, and by taking n-th roots we get:

ρ(T ) ≥ ||T ||

Thus, we are done with the self-adjoint case, with the result ρ(T ) = ||T ||.

Step 2. In the general normal case TT ∗ = T ∗T we have T n(T n)∗ = (TT ∗)n, and by
using this, along with the result from Step 1, applied to TT ∗, we obtain:

ρ(T ) = lim
n→∞

||T n||1/n

=
√

lim
n→∞

||T n(T n)∗||1/n

=
√

lim
n→∞

||(TT ∗)n||1/n

=
√
ρ(TT ∗)

=
√

||T ||2

= ||T ||

Thus, we are led to the conclusion in the statement. □

1c. Normal operators

By using Theorem 1.18 we can say a number of non-trivial things about the normal
operators, commonly known as “spectral theorem for normal operators”. As a first result
here, we can improve the polynomial functional calculus formula, as follows:
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Theorem 1.19. Given T ∈ B(H) normal, we have a morphism of algebras

C[X] → B(H) , P → P (T )

having the properties ||P (T )|| = ||P|σ(T )||, and σ(P (T )) = P (σ(T )).

Proof. This is an improvement of Theorem 1.8 in the normal case, with the extra
assertion being the norm estimate. But the element P (T ) being normal, we can apply to
it the spectral radius formula for normal elements, and we obtain:

||P (T )|| = ρ(P (T ))

= sup
λ∈σ(P (T ))

|λ|

= sup
λ∈P (σ(T ))

|λ|

= ||P|σ(T )||

Thus, we are led to the conclusions in the statement. □

We can improve as well the rational calculus formula, and the holomorphic calculus
formula, in the same way. Importantly now, at a more advanced level, we have:

Theorem 1.20. Given T ∈ B(H) normal, we have a morphism of algebras

C(σ(T )) → B(H) , f → f(T )

which is isometric, ||f(T )|| = ||f ||, and has the property σ(f(T )) = f(σ(T )).

Proof. The idea here is to “complete” the morphism in Theorem 1.19, namely:

C[X] → B(H) , P → P (T )

Indeed, we know from Theorem 1.19 that this morphism is continuous, and is in fact
isometric, when regarding the polynomials P ∈ C[X] as functions on σ(T ):

||P (T )|| = ||P|σ(T )||

Thus, by Stone-Weierstrass, we have a unique isometric extension, as follows:

C(σ(T )) → B(H) , f → f(T )

It remains to prove σ(f(T )) = f(σ(T )), and we can do this by double inclusion:

“⊂” Given a continuous function f ∈ C(σ(T )), we must prove that we have:

λ /∈ f(σ(T )) =⇒ λ /∈ σ(f(T ))

For this purpose, consider the following function, which is well-defined:

1

f − λ
∈ C(σ(T ))
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We can therefore apply this function to T , and we obtain:(
1

f − λ

)
T =

1

f(T )− λ

In particular f(T )− λ is invertible, so λ /∈ σ(f(T )), as desired.

“⊃” Given a continuous function f ∈ C(σ(T )), we must prove that we have:

λ ∈ f(σ(T )) =⇒ λ ∈ σ(f(T ))

But this is the same as proving that we have:

µ ∈ σ(T ) =⇒ f(µ) ∈ σ(f(T ))

For this purpose, we approximate our function by polynomials, Pn → f , and we
examine the following convergence, which follows from Pn → f :

Pn(T )− Pn(µ) → f(T )− f(µ)

We know from polynomial functional calculus that we have:

Pn(µ) ∈ Pn(σ(T )) = σ(Pn(T ))

Thus, the operators Pn(T ) − Pn(µ) are not invertible. On the other hand, we know
that the set formed by the invertible operators is open, so its complement is closed. Thus
the limit f(T )− f(µ) is not invertible either, and so f(µ) ∈ σ(f(T )), as desired. □

As an important comment, Theorem 1.20 is not exactly in final form, because it misses
an important point, namely that our correspondence maps:

z̄ → T ∗

However, this is something non-trivial, and we will be back to this later. Observe
however that Theorem 1.20 is fully powerful for the self-adjoint operators, T = T ∗, where
the spectrum is real, so where z = z̄ on the spectrum. We will be back to this.

As a second result now, along the same lines, we can further extend Theorem 1.20
into a measurable functional calculus theorem, as follows:

Theorem 1.21. Given T ∈ B(H) normal, we have a morphism of algebras as follows,
with L∞ standing for abstract measurable functions, or Borel functions,

L∞(σ(T )) → B(H) , f → f(T )

which is isometric, ||f(T )|| = ||f ||, and has the property σ(f(T )) = f(σ(T )).

Proof. As before, the idea will be that of “completing” what we have. To be more
precise, we can use the Riesz theorem and a polarization trick, as follows:

(1) Given a vector x ∈ H, consider the following functional:

C(σ(T )) → C , g →< g(T )x, x >
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By the Riesz theorem, this functional must be the integration with respect to a certain
measure µ on the space σ(T ). Thus, we have a formula as follows:

< g(T )x, x >=

∫
σ(T )

g(z)dµ(z)

Now given an arbitrary Borel function f ∈ L∞(σ(T )), as in the statement, we can
define a number < f(T )x, x >∈ C, by using exactly the same formula, namely:

< f(T )x, x >=

∫
σ(T )

f(z)dµ(z)

Thus, we have managed to define numbers < f(T )x, x >∈ C, for all vectors x ∈ H,
and in addition we can recover these numbers as follows, with gn ∈ C(σ(T )):

< f(T )x, x >= lim
gn→f

< gn(T )x, x >

(2) In order to define now numbers < f(T )x, y >∈ C, for all vectors x, y ∈ H, we can
use a polarization trick. Indeed, for any operator S ∈ B(H) we have:

< S(x+ y), x+ y > = < Sx, x > + < Sy, y >

+ < Sx, y > + < Sy, x >

By replacing y → iy, we have as well the following formula:

< S(x+ iy), x+ iy > = < Sx, x > + < Sy, y >

−i < Sx, y > +i < Sy, x >

By multiplying this latter formula by i, we obtain the following formula:

i < S(x+ iy), x+ iy > = i < Sx, x > +i < Sy, y >

+ < Sx, y > − < Sy, x >

Now by summing this latter formula with the first one, we obtain:

< S(x+ y), x+ y > +i < S(x+ iy), x+ iy > = (1 + i)[< Sx, x > + < Sy, y >]

+2 < Sx, y >

(3) But with this, we can now finish. Indeed, by combining (1,2), given a Borel
function f ∈ L∞(σ(T )), we can define numbers < f(T )x, y >∈ C for any x, y ∈ H, and it
is routine to check, by using approximation by continuous functions gn → f as in (1), that
we obtain in this way an operator f(T ) ∈ B(H), having all the desired properties. □

As a comment here, the above result and its proof provide us with more than a Borel
functional calculus, because what we got is a certain measure on the spectrum σ(T ), along
with a functional calculus for the L∞ functions with respect to this measure. We will be
back to this later, and for the moment we will only need Theorem 1.21 as formulated,
with L∞(σ(T )) standing, a bit abusively, for the Borel functions on σ(T ).
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1d. Diagonalization

Let us discuss now some useful decomposition results for the bounded linear operators
T ∈ B(H), that we can now establish, by using the above measurable calculus technology.
We know that any z ∈ C can be written as follows, with a, b ∈ R:

z = a+ ib

Also, we know that both the real and imaginary parts a, b ∈ R, and more generally
any real number c ∈ R, can be written as follows, with r, s ≥ 0:

c = r − s

In order to discuss now the operator theoretic generalizations of these results, which
by the way covers the usual matrix case too, let us start with the following basic fact:

Theorem 1.22. Any operator T ∈ B(H) can be written as

T = Re(T ) + iIm(T )

with Re(T ), Im(T ) ∈ B(H) being self-adjoint, and this decomposition is unique.

Proof. This is something elementary, the idea being as follows:

(1) As a first observation, in the case H = C our operators are usual complex numbers,
and the formula in the statement corresponds to the following basic fact:

z = Re(z) + iIm(z)

(2) In general now, we can use the same formulae for the real and imaginary part as
in the complex number case, the decomposition formula being as follows:

T =
T + T ∗

2
+ i · T − T ∗

2i

To be more precise, both the operators on the right are self-adjoint, and the summing
formula holds indeed, and so we have our decomposition result, as desired.

(3) Regarding now the uniqueness, by linearity it is enough to show that R + iS = 0
with R, S both self-adjoint implies R = S = 0. But this follows by applying the adjoint
to R + iS = 0, which gives R− iS = 0, and so R = S = 0, as desired. □

More generally now, as a continuation of this, and as an answer to some of the questions
raised above, in relation with the complex numbers, we have the following result:

Theorem 1.23. Given an operator T ∈ B(H), the following happen:

(1) We can write T = A+ iB, with A,B ∈ B(H) being self-adjoint.
(2) When T = T ∗, we can write T = R− S, with R, S ∈ B(H) being positive.
(3) Thus, we can write any T as a linear combination of 4 positive elements.
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Proof. All this follows from basic spectral theory, as follows:

(1) This is something that we already know, from Theorem 1.22, with the decompo-
sition formula there being something straightforward, as follows:

T =
T + T ∗

2
+ i · T − T ∗

2i

(2) This follows from the measurable functional calculus. Indeed, assuming T = T ∗

we have σ(T ) ⊂ R, so we can use the following decomposition formula on R:

1 = χ[0,∞) + χ(−∞,0)

To be more precise, let us multiply by z, and rewrite this formula as follows:

z = χ[0,∞)z − χ(−∞,0)(−z)

Now by applying these measurable functions to T , we obtain as formula as follows,
with both the operators T+, T− ∈ B(H) being positive, as desired:

T = T+ − T−

(3) This follows indeed by combining the results in (1) and (2) above. □

Going ahead with our decomposition results, another basic thing that we know about
complex numbers is that any z ∈ C appears as a real multiple of a unitary:

z = reit

Finding the correct operator theoretic analogue of this is quite tricky, and this even
for the usual matrices A ∈MN(C). As a basic result here, we have:

Theorem 1.24. Given an operator T ∈ B(H), the following happen:

(1) When T = T ∗ and ||T || ≤ 1, we can write T as an average of 2 unitaries:

T =
U + V

2

(2) In the general T = T ∗ case, we can write T as a rescaled sum of unitaries:

T = λ(U + V )

(3) Thus, in general, we can write T as a rescaled sum of 4 unitaries.

Proof. This follows from the results that we have, as follows:

(1) Assuming T = T ∗ and ||T || ≤ 1 we have 1− T 2 ≥ 0, and the decomposition that
we are looking for is as follows, with both the components being unitaries:

T =
T + i

√
1− T 2

2
+
T − i

√
1− T 2

2
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To be more precise, the square root can be extracted by using the continuous functional
calculus, and the check of the unitarity of the components goes as follows:

(T + i
√
1− T 2)(T − i

√
1− T 2) = T 2 + (1− T 2)

= 1

(2) This simply follows by applying (1) to the operator T/||T ||.
(3) Assuming first that we have ||T || ≤ 1, we know from Theorem 1.23 (1) that we

can write T = A + iB, with A,B being self-adjoint, and satisfying ||A||, ||B|| ≤ 1. Now
by applying (1) to both A and B, we obtain a decomposition of T as follows:

T =
U + V +W +X

2

In general, we can apply this to the operator T/||T ||, and we obtain the result. □

Good news, we can now diagonalize the normal operators. We will do this in 3
steps, first for the self-adjoint operators, then for the families of commuting self-adjoint
operators, and finally for the general normal operators, by using the following trick:

T = Re(T ) + iIm(T )

However, and coming somehow as bad news, all this will be quite technical. Indeed,
the diagonalization in infinite dimensions is more tricky than in finite dimensions, and
instead of writing a formula of type T = UDU∗, with U,D ∈ B(H) being respectively
unitary and diagonal, we will express our operator as T = U∗MU , with U : H → K being
a certain unitary, and M ∈ B(K) being a certain diagonal operator. The point indeed is
that this is how the spectral theorem is used in practice, for concrete applications.

But probably too much talking, let us get to work. We first have:

Theorem 1.25. Any self-adjoint operator T ∈ B(H) can be diagonalized,

T = U∗MfU

with U : H → L2(X) being a unitary operator from H to a certain L2 space associated to
T , with f : X → R being a certain function, once again associated to T , and with

Mf (g) = fg

being the usual multiplication operator by f , on the Hilbert space L2(X).

Proof. The construction of U, f can be done in several steps, as follows:

(1) We first prove the result in the special case where our operator T has a cyclic
vector x ∈ H, with this meaning that the following holds:

span
(
T kx

∣∣∣n ∈ N
)
= H



30 1. OPERATOR THEORY

For this purpose, let us go back to the proof of Theorem 1.21. We will use the following
formula from there, with µ being the measure on X = σ(T ) associated to x:

< g(T )x, x >=

∫
σ(T )

g(z)dµ(z)

Our claim is that we can define a unitary U : H → L2(X), first on the dense part
spanned by the vectors T kx, by the following formula, and then by continuity:

U [g(T )x] = g

Indeed, the following computation shows that U is well-defined, and isometric:

||g(T )x||2 = < g(T )x, g(T )x >

= < g(T )∗g(T )x, x >

= < |g|2(T )x, x >

=

∫
σ(T )

|g(z)|2dµ(z)

= ||g||22
We can then extend U by continuity into a unitary U : H → L2(X), as claimed. Now

observe that we have the following formula:

UTU∗g = U [Tg(T )x]

= U [(zg)(T )x]

= zg

Thus our result is proved in the present case, with U as above, and with f(z) = z.

(2) We discuss now the general case. Our first claim is that H has a decomposition
as follows, with each Hi being invariant under T , and admitting a cyclic vector xi:

H =
⊕
i

Hi

Indeed, this is something elementary, the construction being by recurrence in finite
dimensions, in the obvious way, and by using the Zorn lemma in general. Now with this
decomposition in hand, we can make a direct sum of the diagonalizations obtained in (1),
for each of the restrictions T|Hi

, and we obtain the formula in the statement. □

The above result is very nice, closing more or less the discussion regarding the self-
adjoint operators. At the theoretical level, however, there are still a number of comments
that can be made, about this, and we will be back to this, at the end of this chapter.

We have the following technical generalization of the above result:
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Theorem 1.26. Any family of commuting self-adjoint operators Ti ∈ B(H) can be
jointly diagonalized,

Ti = U∗MfiU

with U : H → L2(X) being a unitary operator from H to a certain L2 space associated to
{Ti}, with fi : X → R being certain functions, once again associated to Ti, and with

Mfi(g) = fig

being the usual multiplication operator by fi, on the Hilbert space L2(X).

Proof. This is similar to the proof of Theorem 1.25, by suitably modifying the mea-
surable calculus formula, and µ itself, as to have this working for all operators Ti. □

We can now discuss the case of the arbitrary normal operators, as follows:

Theorem 1.27. Any normal operator T ∈ B(H) can be diagonalized,

T = U∗MfU

with U : H → L2(X) being a unitary operator from H to a certain L2 space associated to
T , with f : X → C being a certain function, once again associated to T , and with

Mf (g) = fg

being the usual multiplication operator by f , on the Hilbert space L2(X).

Proof. This is our main diagonalization theorem, the idea being as follows:

(1) Consider the decomposition of T into its real and imaginary parts, namely:

T =
T + T ∗

2
+ i · T − T ∗

2i
We know that the real and imaginary parts are self-adjoint operators. Now since T

was assumed to be normal, TT ∗ = T ∗T , these real and imaginary parts commute:[
T + T ∗

2
,
T − T ∗

2i

]
= 0

Thus Theorem 1.26 applies to these real and imaginary parts, and gives the result. □

This was for our series of diagonalization theorems. There is of course one more result
here, regarding the families of commuting normal operators, as follows:

Theorem 1.28. Any family of commuting normal operators Ti ∈ B(H) can be jointly
diagonalized,

Ti = U∗MfiU

with U : H → L2(X) being a unitary operator from H to a certain L2 space associated to
{Ti}, with fi : X → C being certain functions, once again associated to Ti, and with

Mfi(g) = fig

being the usual multiplication operator by fi, on the Hilbert space L2(X).
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Proof. This is similar to the proof of Theorem 1.26 and Theorem 1.27, by combining
the arguments there. To be more precise, this follows as Theorem 1.26, by using the
decomposition trick from the proof of Theorem 1.27. □

With the above diagonalization results in hand, we can now “fix” the continuous and
measurable functional calculus theorems, with a key complement, as follows:

Theorem 1.29. Given a normal operator T ∈ B(H), the following hold, for both the
functional calculus and the measurable calculus morphisms:

(1) These morphisms are ∗-morphisms.
(2) The function z̄ gets mapped to T ∗.
(3) The functions Re(z), Im(z) get mapped to Re(T ), Im(T ).
(4) The function |z|2 gets mapped to TT ∗ = T ∗T .
(5) If f is real, then f(T ) is self-adjoint.

Proof. These assertions are more or less equivalent, with (1) being the main one,
which obviously implies everything else. But this assertion (1) follows from the diagonal-
ization result for normal operators, from Theorem 1.27. □

1e. Exercises

Exercises:

Exercise 1.30.

Exercise 1.31.

Exercise 1.32.

Exercise 1.33.

Exercise 1.34.

Exercise 1.35.

Exercise 1.36.

Exercise 1.37.

Bonus exercise.



CHAPTER 2

C*-algebras

2a. Operator algebras

Good news, we can now talk about operator algebras. Let us start with the following
broad definition, obtained by imposing the “minimal” set of reasonable axioms:

Definition 2.1. An operator algebra is an algebra of bounded operators A ⊂ B(H)
which contains the unit, is closed under taking adjoints,

T ∈ A =⇒ T ∗ ∈ A

and is closed as well under the norm.

Here, as before, H is an arbitrary Hilbert space, with the case that we are mostly
interested in being the separable one. Also as before, B(H) is the algebra of linear
operators T : H → H which are bounded, in the sense that ||T || = sup||x||=1 ||Tx|| is
finite. This algebra has an involution T → T ∗, with the adjoint operator T ∗ ∈ B(H)
being defined by the formula < Tx, y >=< x, T ∗y >, and in the above definition, the
assumption T ∈ A =⇒ T ∗ ∈ A refers to this involution. Thus, A must be a ∗-algebra.

As a first result now regarding the operator algebras, in relation with the normal
operators, where most of the non-trivial results that we have so far are, we have:

Theorem 2.2. The operator algebra < T >⊂ B(H) generated by a normal operator
T ∈ B(H) appears as an algebra of continuous functions,

< T >= C(σ(T ))

where σ(T ) ⊂ C denotes as usual the spectrum of T .

Proof. We know that we have a continuous morphism of ∗-algebras, as follows:

C(σ(T )) → B(H) , f → f(T )

Moreover, by the general properties of the continuous calculus, also established in
the above, this morphism is injective, and its image is the norm closed algebra < T >
generated by T, T ∗. Thus, we obtain the isomorphism in the statement. □

The above result is very nice, and it is possible to further build on it, as follows:

33
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Theorem 2.3. The operator algebra < Ti >⊂ B(H) generated by a family of normal
operators Ti ∈ B(H) appears as an algebra of continuous functions,

< T >= C(X)

where X ⊂ C is a certain compact space associated to the family {Ti}. Equivalently, any
commutative operator algebra A ⊂ B(H) is of the form A = C(X).

Proof. We have two assertions here, the idea being as follows:

(1) Regarding the first assertion, this follows exactly as in the proof of Theorem 2.2,
by using this time the spectral theorem for families of normal operators.

(2) As for the second assertion, this is clear from the first one, because any commuta-
tive algebra A ⊂ B(H) is generated by its elements T ∈ A, which are all normal. □

All this is good to know, but Theorem 2.2 and Theorem 2.3 remain something quite
heavy, based on the spectral theorem. We would like to present now an alternative proof
for these results, which is rather elementary, and has the advantage of reconstructing the
compact space X directly from the knowledge of the algebra A. We will need:

Theorem 2.4. Given an operator T ∈ A ⊂ B(H), define its spectrum as:

σ(T ) =
{
λ ∈ C

∣∣∣T − λ /∈ A−1
}

The following spectral theory results hold, exactly as in the A = B(H) case:

(1) We have σ(ST ) ∪ {0} = σ(TS) ∪ {0}.
(2) We have polynomial, rational and holomorphic calculus.
(3) As a consequence, the spectra are compact and non-empty.
(4) The spectra of unitaries (U∗ = U−1) and self-adjoints (T = T ∗) are on T,R.
(5) The spectral radius of normal elements (TT ∗ = T ∗T ) is given by ρ(T ) = ||T ||.

In addition, assuming T ∈ A ⊂ B, the spectra of T with respect to A and to B coincide.

Proof. This is something that we know well from chapter 1, in the case A = B(H).
In general the proof is similar, the idea being as follows:

(1) Regarding the assertions (1-5), which are of course formulated a bit informally,
the proofs here are perfectly similar to those for the full operator algebra A = B(H). All
this is standard material, and in fact, things in chapter 1 were written in such a way as
for their extension now, to the general operator algebra setting, to be obvious.

(2) Regarding the last assertion, the inclusion σB(T ) ⊂ σA(T ) is clear. For the con-
verse, assume T − λ ∈ B−1, and consider the following self-adjoint element:

S = (T − λ)∗(T − λ)

The difference between the two spectra of S ∈ A ⊂ B is then given by:

σA(S)− σB(S) =
{
µ ∈ C− σB(S)

∣∣∣(S − µ)−1 ∈ B − A
}
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Thus this difference in an open subset of C. On the other hand S being self-adjoint,
its two spectra are both real, and so is their difference. Thus the two spectra of S are
equal, and in particular S is invertible in A, and so T − λ ∈ A−1, as desired.

(3) As an observation, the last assertion applied with B = B(H) shows that the
spectrum σ(T ) as constructed in the statement coincides with the spectrum σ(T ) as
constructed and studied before, so the fact that (1-5) hold indeed is no surprise.

(4) Finally, I can hear you screaming that I should have concieved this book differently,
matter of not proving the same things twice. Good point, with my distinguished colleague
Bourbaki saying the same, and in answer, wait for the next section, where we will prove
exactly the same things a third time. We can discuss pedagogy at that time. □

We can now get back to the commutative algebras, and we have the following result,
due to Gelfand, which provides an alternative to Theorem 2.2 and Theorem 2.3:

Theorem 2.5. Any commutative operator algebra A ⊂ B(H) is of the form

A = C(X)

with the “spectrum” X of such an algebra being the space of characters χ : A → C, with
topology making continuous the evaluation maps evT : χ→ χ(T ).

Proof. Given a commutative operator algebra A, we can define X as in the state-
ment. Then X is compact, and T → evT is a morphism of algebras, as follows:

ev : A→ C(X)

(1) We first prove that ev is involutive. We use the following formula, which is similar
to the z = Re(z) + iIm(z) formula for the usual complex numbers:

T =
T + T ∗

2
+ i · T − T ∗

2i

Thus it is enough to prove the equality evT ∗ = ev∗T for self-adjoint elements T . But
this is the same as proving that T = T ∗ implies that evT is a real function, which is in
turn true, because evT (χ) = χ(T ) is an element of σ(T ), contained in R.

(2) Since A is commutative, each element is normal, so ev is isometric:

||evT || = ρ(T ) = ||T ||

(3) It remains to prove that ev is surjective. But this follows from the Stone-Weierstrass
theorem, because ev(A) is a closed subalgebra of C(X), which separates the points. □

The above theorem of Gelfand is something very beautiful, and far-reaching. It is
possible to further build on it, indefinitely high. We will be back to this, later.
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2b. C*-algebras

We have been talking so far about the general operator ∗-algebras A ⊂ B(H), closed
with respect to the norm. But this suggests formulating the following definition:

Definition 2.6. A C∗-algebra is an complex algebra A, given with:

(1) A norm a→ ||a||, making it into a Banach algebra.
(2) An involution a→ a∗, related to the norm by the formula ||aa∗|| = ||a||2.

Here by Banach algebra we mean a complex algebra with a norm satisfying all the
conditions for a vector space norm, along with ||ab|| ≤ ||a|| · ||b|| and ||1|| = 1, and which
is such that our algebra is complete, in the sense that the Cauchy sequences converge. As
for the involution, this must be antilinear, antimultiplicative, and satisfying a∗∗ = a.

As basic examples, we have the operator algebra B(H), for any Hilbert space H, and
more generally, the norm closed ∗-subalgebras A ⊂ B(H). It is possible to prove that
any C∗-algebra appears in this way, but this is a non-trivial result, called GNS theorem,
and more on this later. Note in passing that this result tells us that there is no need
to memorize the above axioms for the C∗-algebras, because these are simply the obvious
things that can be said about B(H), and its norm closed ∗-subalgebras A ⊂ B(H).

As a second class of basic examples, which are of great interest for us, we have:

Proposition 2.7. If X is a compact space, the algebra C(X) of continuous functions
f : X → C is a C∗-algebra, with the usual norm and involution, namely:

||f || = sup
x∈X

|f(x)| , f ∗(x) = f(x)

This algebra is commutative, in the sense that fg = gf , for any f, g ∈ C(X).

Proof. All this is clear from definitions. Observe that we have indeed:

||ff ∗|| = sup
x∈X

|f(x)|2 = ||f ||2

Thus, the axioms are satisfied, and finally fg = gf is clear. □

In general, the C∗-algebras can be thought of as being algebras of operators, over some
Hilbert space which is not present. By using this philosophy, one can emulate spectral
theory in this setting, with extensions of our previous results. Let us start with:

Definition 2.8. Given element a ∈ A of a C∗-algebra, define its spectrum as:

σ(a) =
{
λ ∈ C

∣∣∣a− λ /∈ A−1
}

Also, we call spectral radius of a ∈ A the number ρ(a) = supλ∈σ(a) |λ|.
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In what regards the examples, for A = B(H) what we have here is the usual notion
of spectrum, from chapter 1. More generally, as explained in Theorem 2.4, in the case
A ⊂ B(H) we obtain the same spectra as those in the case A = B(H). Finally, in the
case A = C(X), as in Proposition 2.7, the spectrum of a function is its image:

σ(f) = Im(f)

Now with the above notion of spectrum in hand, we have the following result:

Theorem 2.9. The following results hold, exactly as in the A ⊂ B(H) case:

(1) We have σ(ab) ∪ {0} = σ(ba) ∪ {0}.
(2) We have polynomial, rational and holomorphic calculus.
(3) As a consequence, the spectra are compact and non-empty.
(4) The spectra of unitaries (u∗ = u−1) and self-adjoints (a = a∗) are on T,R.
(5) The spectral radius of normal elements (aa∗ = a∗a) is given by ρ(a) = ||a||.

In addition, assuming a ∈ A ⊂ B, the spectra of a with respect to A and to B coincide.

Proof. This is something that we know from chapter 1, in the case A = B(H), and
then from this chapter, in the case A ⊂ B(H). In general, the proof is similar:

(1) Regarding the assertions (1-5), which are of course formulated a bit informally,
the proofs here are perfectly similar to those for the full operator algebra A = B(H). All
this is standard material, and in fact, things before were written in such a way as for their
extension now, to the general C∗-algebra setting, to be obvious.

(2) Regarding the last assertion, we know this from before for A ⊂ B ⊂ B(H), and
the proof in general is similar. Indeed, the inclusion σB(a) ⊂ σA(a) is clear. For the
converse, assume a− λ ∈ B−1, and consider the following self-adjoint element:

b = (a− λ)∗(a− λ)

The difference between the two spectra of b ∈ A ⊂ B is then given by:

σA(b)− σB(b) =
{
µ ∈ C− σB(b)

∣∣∣(b− µ)−1 ∈ B − A
}

Thus this difference in an open subset of C. On the other hand b being self-adjoint,
its two spectra are both real, and so is their difference. Thus the two spectra of b are
equal, and in particular b is invertible in A, and so a− λ ∈ A−1, as desired. □

We can get back now to the commutative algebras, and we have the following result,
due to Gelfand, which will be of crucial importance for us:

Theorem 2.10. The commutative C∗-algebras are exactly the algebras of the form

A = C(X)

with the “spectrum” X of such an algebra being the space of characters χ : A → C, with
topology making continuous the evaluation maps eva : χ→ χ(a).
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Proof. This is something that we basically know from before, but always good to talk
about it again. Given a commutative C∗-algebra A, we can define X as in the statement.
Then X is compact, and a→ eva is a morphism of algebras, as follows:

ev : A→ C(X)

(1) We first prove that ev is involutive. We use the following formula, which is similar
to the z = Re(z) + iIm(z) formula for the usual complex numbers:

a =
a+ a∗

2
+ i · a− a∗

2i

Thus it is enough to prove the equality eva∗ = ev∗a for self-adjoint elements a. But this
is the same as proving that a = a∗ implies that eva is a real function, which is in turn
true, because eva(χ) = χ(a) is an element of σ(a), contained in R.

(2) Since A is commutative, each element is normal, so ev is isometric:

||eva|| = ρ(a) = ||a||

(3) It remains to prove that ev is surjective. But this follows from the Stone-Weierstrass
theorem, because ev(A) is a closed subalgebra of C(X), which separates the points. □

In view of the Gelfand theorem, we can formulate the following key definition:

Definition 2.11. Given an arbitrary C∗-algebra A, we write

A = C(X)

and call X a compact quantum space.

This might look like something informal, but it is not. Indeed, we can define the
category of compact quantum spaces to be the category of the C∗-algebras, with the
arrows reversed. When A is commutative, the above space X exists indeed, as a Gelfand
spectrum, X = Spec(A). In general, X is something rather abstract, and our philosophy
here will be that of studying of course A, but formulating our results in terms of X. For
instance whenever we have a morphism Φ : A → B, we will write A = C(X), B = C(Y ),
and rather speak of the corresponding morphism ϕ : Y → X. And so on.

Let us also mention that, technically speaking, we will see later that the above for-
malism has its limitations, and needs a fix. But more on this later.

As a first concrete consequence now of the Gelfand theorem, we have:

Theorem 2.12. Assume that a ∈ A is normal, and let f ∈ C(σ(a)).

(1) We can define f(a) ∈ A, with f → f(a) being a morphism of C∗-algebras.
(2) We have the “continuous functional calculus” formula σ(f(a)) = f(σ(a)).
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Proof. Since a is normal, the C∗-algebra < a > that is generates is commutative, so
if we denote by X the space formed by the characters χ :< a >→ C, we have:

< a >= C(X)

Now since the map X → σ(a) given by evaluation at a is bijective, we obtain:

< a >= C(σ(a))

Thus, we are dealing with usual functions, and this gives all the assertions. □

As another consequence of the Gelfand theorem, we have:

Theorem 2.13. For a normal element a ∈ A, the following are equivalent:

(1) a is positive, in the sense that σ(a) ⊂ [0,∞).
(2) a = b2, for some b ∈ A satisfying b = b∗.
(3) a = cc∗, for some c ∈ A.

Proof. This is very standard, exactly as in A = B(H) case, as follows:

(1) =⇒ (2) Since f(z) =
√
z is well-defined on σ(a) ⊂ [0,∞), we can set b =

√
a.

(2) =⇒ (3) This is trivial, because we can set c = b.

(3) =⇒ (1) We proceed by contradiction. By multiplying c by a suitable element of
< cc∗ >, we are led to the existence of an element d ̸= 0 satisfying −dd∗ ≥ 0. By writing
now d = x+ iy with x = x∗, y = y∗ we have:

dd∗ + d∗d = 2(x2 + y2) ≥ 0

Thus d∗d ≥ 0, contradicting the fact that σ(dd∗), σ(d∗d) must coincide outside {0},
that we know to hold for A = B(H), and whose proof in general is similar. □

2c. Basic results

In order to develop some general theory, let us start by investigating the finite dimen-
sional case. Here the ambient algebra is B(H) =MN(C), any linear subspace A ⊂ B(H)
is automatically closed, for the norm topology, and we have the following result:

Theorem 2.14. The ∗-algebras A ⊂MN(C) are exactly the algebras of the form

A =Mn1(C)⊕ . . .⊕Mnk
(C)

depending on parameters k ∈ N and n1, . . . , nk ∈ N satisfying

n1 + . . .+ nk = N

embedded into MN(C) via the obvious block embedding, twisted by a unitary U ∈ UN .
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Proof. We have two assertions to be proved, the idea being as follows:

(1) Given numbers n1, . . . , nk ∈ N satisfying n1 + . . . + nk = N , we have indeed an
obvious embedding of ∗-algebras, via matrix blocks, as follows:

Mn1(C)⊕ . . .⊕Mnk
(C) ⊂MN(C)

In addition, we can twist this embedding by a unitary U ∈ UN , as follows:

M → UMU∗

(2) In the other sense now, consider a ∗-algebra A ⊂MN(C). It is elementary to prove
that the center Z(A) = A ∩ A′, as an algebra, is of the following form:

Z(A) ≃ Ck

Consider now the standard basis e1, . . . , ek ∈ Ck, and let p1, . . . , pk ∈ Z(A) be the
images of these vectors via the above identification. In other words, these elements
p1, . . . , pk ∈ A are central minimal projections, summing up to 1:

p1 + . . .+ pk = 1

The idea is then that this partition of the unity will eventually lead to the block
decomposition of A, as in the statement. We prove this in 4 steps, as follows:

Step 1. We first construct the matrix blocks, our claim here being that each of the
following linear subspaces of A are non-unital ∗-subalgebras of A:

Ai = piApi

But this is clear, with the fact that each Ai is closed under the various non-unital
∗-subalgebra operations coming from the projection equations p2i = p∗i = pi.

Step 2. We prove now that the above algebras Ai ⊂ A are in a direct sum position,
in the sense that we have a non-unital ∗-algebra sum decomposition, as follows:

A = A1 ⊕ . . .⊕ Ak

As with any direct sum question, we have two things to be proved here. First, by
using the formula p1+ . . .+pk = 1 and the projection equations p2i = p∗i = pi, we conclude
that we have the needed generation property, namely:

A1 + . . .+ Ak = A

As for the fact that the sum is indeed direct, this follows as well from the formula
p1 + . . .+ pk = 1, and from the projection equations p2i = p∗i = pi.

Step 3. Our claim now, which will finish the proof, is that each of the ∗-subalgebras
Ai = piApi constructed above is a full matrix algebra. To be more precise here, with
ni = rank(pi), our claim is that we have isomorphisms, as follows:

Ai ≃Mni
(C)
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In order to prove this claim, recall that the projections pi ∈ A were chosen central
and minimal. Thus, the center of each of the algebras Ai reduces to the scalars:

Z(Ai) = C
But this shows, either via a direct computation, or via the bicommutant theorem, that

the each of the algebras Ai is a full matrix algebra, as claimed.

Step 4. We can now obtain the result, by putting together what we have. Indeed, by
using the results from Step 2 and Step 3, we obtain an isomorphism as follows:

A ≃Mn1(C)⊕ . . .⊕Mnk
(C)

Moreover, a more careful look at the isomorphisms established in Step 3 shows that
at the global level, that of the algebra A itself, the above isomorphism simply comes by
twisting the following standard multimatrix embedding, discussed in the beginning of the
proof, (1) above, by a certain unitary matrix U ∈ UN :

Mn1(C)⊕ . . .⊕Mnk
(C) ⊂MN(C)

Now by putting everything together, we obtain the result. □

In terms of our usual C∗-algebra formalism, the above result tells us that we have:

Theorem 2.15. The finite dimensional C∗-algebras are exactly the algebras

A =Mn1(C)⊕ . . .⊕Mnk
(C)

with norm ||(a1, . . . , ak)|| = supi ||ai||, and involution (a1, . . . , ak)
∗ = (a∗1, . . . , a

∗
k).

Proof. This is indeed a reformulation of what we know from Theorem 2.14, in terms
of our usual C∗-algebra formalism, from Definition 2.6. □

Let us record as well the quantum space formulation of our result:

Theorem 2.16. The finite quantum spaces are exactly the disjoint unions of type

X =Mn1 ⊔ . . . ⊔Mnk

where Mn is the finite quantum space given by C(Mn) =Mn(C).

Proof. This is a reformulation of Theorem 2.15, by using the quantum space phi-
losophy. Indeed, for a compact quantum space X, coming from a C∗-algebra A via the
formula A = C(X), being finite can only mean that the following number is finite:

|X| = dimCA <∞
Thus, by using Theorem 2.15, we are led to the conclusion that we must have:

C(X) =Mn1(C)⊕ . . .⊕Mnk
(C)

But since direct sums of algebras A correspond to disjoint unions of quantum spaces
X, via the correspondence A = C(X), this leads to the conclusion in the statement. □
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As a first application now of Theorem 2.15, we have the following result:

Theorem 2.17. Consider a ∗-algebra A ⊂MN(C), written as above:

A =Mn1(C)⊕ . . .⊕Mnk
(C)

The commutant of this algebra is then, with respect with the block decomposition used,

A′ = C⊕ . . .⊕ C

and by taking one more time the commutant we obtain A itself, A = A′′.

Proof. Let us decompose indeed our algebra A as in Theorem 2.15:

A =Mn1(C)⊕ . . .⊕Mnk
(C)

The center of each matrix algebra being reduced to the scalars, the commutant of this
algebra is then as follows, with each copy of C corresponding to a matrix block:

A′ = C⊕ . . .⊕ C

By taking once again the commutant we obtain A itself, and we are done. □

As another interesting application of Theorem 2.15, clarifying this time the relation
with operator theory, in finite dimensions, we have the following result:

Theorem 2.18. Given an operator T ∈ B(H) in finite dimensions, H = CN , the
operator algebra A =< T > that it generates inside B(H) =MN(C) is

A =Mn1(C)⊕ . . .⊕Mnk
(C)

with the sizes of the blocks n1, . . . , nk ∈ N coming from the spectral theory of the associated
matrix M ∈MN(C). In the normal case TT ∗ = T ∗T , this decomposition comes from

T = UDU∗

with D ∈MN(C) diagonal, and with U ∈ UN unitary.

Proof. This is something which is routine, by using basic linear algebra:

(1) The fact that A =< T > decomposes into a direct sum of matrix algebras is
something that we already know, coming from Theorem 2.15.

(2) By using standard linear algebra, we can compute the block sizes n1, . . . , nk ∈ N,
from the knowledge of the spectral theory of the associated matrix M ∈MN(C).

(3) In the normal case, TT ∗ = T ∗T , we can simply invoke the spectral theorem, and
by suitably changing the basis, we are led to the conclusion in the statement. □

Let us discuss now a key result, called GNS representation theorem, stating that any
C∗-algebra appears as an operator algebra. As a first result here, we have:
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Proposition 2.19. Let A be a commutative C∗-algebra, write A = C(X), with X
being a compact space, and let µ be a positive measure on X. We have then

A ⊂ B(H)

where H = L2(X), with f ∈ A corresponding to the operator g → fg.

Proof. Given a continuous function f ∈ C(X), consider the operator Tf (g) = fg,
on H = L2(X). Observe that Tf is indeed well-defined, and bounded as well, because:

||fg||2 =

√∫
X

|f(x)|2|g(x)|2dµ(x) ≤ ||f ||∞||g||2

The application f → Tf being linear, involutive, continuous, and injective as well, we
obtain in this way a C∗-algebra embedding A ⊂ B(H), as claimed. □

In order to prove the GNS representation theorem, we must extend the above con-
struction, to the case where A is not necessarily commutative. Let us start with:

Definition 2.20. Consider a C∗-algebra A.

(1) φ : A→ C is called positive when a ≥ 0 =⇒ φ(a) ≥ 0.
(2) φ : A→ C is called faithful and positive when a ≥ 0, a ̸= 0 =⇒ φ(a) > 0.

In the commutative case, A = C(X), the positive elements are the positive functions,
f : X → [0,∞). As for the positive linear forms φ : A→ C, these appear as follows, with
µ being positive, and strictly positive if we want φ to be faithful and positive:

φ(f) =

∫
X

f(x)dµ(x)

In general, the positive linear forms can be thought of as being integration functionals
with respect to some underlying “positive measures”. We can use them as follows:

Proposition 2.21. Let φ : A→ C be a positive linear form.

(1) < a, b >= φ(ab∗) defines a generalized scalar product on A.
(2) By separating and completing we obtain a Hilbert space H.
(3) π(a) : b→ ab defines a representation π : A→ B(H).
(4) If φ is faithful in the above sense, then π is faithful.

Proof. Almost everything here is straightforward, as follows:

(1) This is clear from definitions, and from the basic properties of the positive elements
a ≥ 0, which can be established exactly as in the A = B(H) case.

(2) This is a standard procedure, which works for any scalar product, the idea being
that of dividing by the vectors satisfying < x, x >= 0, then completing.

(3) All the verifications here are standard algebraic computations, in analogy with
what we have seen many times, for multiplication operators, or group algebras.



44 2. C*-ALGEBRAS

(4) Assuming that we have a ̸= 0, we have then π(aa∗) ̸= 0, which in turn implies by
faithfulness that we have π(a) ̸= 0, which gives the result. □

In order to establish the embedding theorem, it remains to prove that any C∗-algebra
has a faithful positive linear form φ : A→ C. This is something more technical:

Proposition 2.22. Let A be a C∗-algebra.

(1) Any positive linear form φ : A→ C is continuous.
(2) A linear form φ is positive iff there is a norm one h ∈ A+ such that ||φ|| = φ(h).
(3) For any a ∈ A there exists a positive norm one form φ such that φ(aa∗) = ||a||2.
(4) If A is separable there is a faithful positive form φ : A→ C.

Proof. The proof here is quite technical, inspired from the existence proof of the
probability measures on abstract compact spaces, the idea being as follows:

(1) This follows from Proposition 2.21, via the following estimate:

|φ(a)| ≤ ||π(a)||φ(1) ≤ ||a||φ(1)
(2) In one sense we can take h = 1. Conversely, let a ∈ A+, ||a|| ≤ 1. We have:

|φ(h)− φ(a)| ≤ ||φ|| · ||h− a|| ≤ φ(h)

Thus we have Re(φ(a)) ≥ 0, and with a = 1− h we obtain:

Re(φ(1− h)) ≥ 0

Thus Re(φ(1)) ≥ ||φ||, and so φ(1) = ||φ||, so we can assume h = 1. Now observe
that for any self-adjoint element a, and any t ∈ R we have, with φ(a) = x+ iy:

φ(1)2(1 + t2||a||2) ≥ φ(1)2||1 + t2a2||
= ||φ||2 · ||1 + ita||2

≥ |φ(1 + ita)|2

= |φ(1)− ty + itx|
≥ (φ(1)− ty)2

Thus we have y = 0, and this finishes the proof of our remaining claim.

(3) We can set φ(λaa∗) = λ||a||2 on the linear space spanned by aa∗, then extend this
functional by Hahn-Banach, to the whole A. The positivity follows from (2).

(4) This is standard, by starting with a dense sequence (an), and taking the Cesàro
limit of the functionals constructed in (3). We have φ(aa∗) > 0, and we are done. □

With these ingredients in hand, we can now state and prove:

Theorem 2.23. Any C∗-algebra appears as a norm closed ∗-algebra of operators

A ⊂ B(H)

over a certain Hilbert space H. When A is separable, H can be taken to be separable.
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Proof. This result, called called GNS representation theorem after Gelfand, Naimark
and Segal, follows indeed by combining Proposition 2.21 with Proposition 2.22. □

2d. Weak closures

Instead of further building on the above results, which are already quite non-trivial,
let us return to our modest status of apprentice operator algebraists, and declare ourselves
rather unsatisfied with what we have, on the following intuitive grounds:

Thought 2.24. Our assumption that A ⊂ B(H) is norm closed is not satisfying,
because we would like A to be stable under polar decomposition, under taking spectral
projections, and more generally, under measurable functional calculus.

So, let us get now into this, topologies on B(H), and fine-tunings of what we have,
based on them. The result that we will need, which is elementary, is as follows:

Proposition 2.25. For an operator algebra A ⊂ B(H), the following are equivalent:

(1) A is closed under the weak operator topology, making each of the linear maps
T →< Tx, y > continuous.

(2) A is closed under the strong operator topology, making each of the linear maps
T → Tx continuous.

In the case where these conditions are satisfied, A is closed under the norm topology.

Proof. There are several statements here, the proof being as follows:

(1) It is clear that the norm topology is stronger than the strong operator topology,
which is in turn stronger than the weak operator topology. At the level of the subsets
S ⊂ B(H) which are closed things get reversed, in the sense that weakly closed implies
strongly closed, which in turn implies norm closed. Thus, we are left with proving that
for any algebra A ⊂ B(H), strongly closed implies weakly closed.

(2) But this latter fact is something standard, which can be proved via an amplification
trick. Consider the Hilbert space obtained by summing n times H with itself:

K = H ⊕ . . .⊕H

The operators over K can be regarded as being square matrices with entries in B(H),
and in particular, we have a representation π : B(H) → B(K), as follows:

π(T ) =

T . . .
T


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Assume now that we are given an operator T ∈ Ā, with the bar denoting the weak
closure. We have then, by using the Hahn-Banach theorem, for any x ∈ K:

T ∈ Ā =⇒ π(T ) ∈ π(A)

=⇒ π(T )x ∈ π(A)x

=⇒ π(T )x ∈ π(A)x
||.||

Now observe that the last formula tells us that for any x = (x1, . . . , xn), and any ε > 0,
we can find S ∈ A such that the following holds, for any i:

||Sxi − Txi|| < ε

Thus T belongs to the strong operator closure of A, as desired. □

In the above the terminology, while standard, is a bit confusing, because the norm
topology is stronger than the strong operator topology. As a solution, we agree in what
follows to call the norm topology “strong”, and the weak and strong operator topologies
“weak”, whenever these two topologies coincide. With this convention, the algebras from
Proposition 2.25 are those which are weakly closed, and we can formulate:

Definition 2.26. A von Neumann algebra is a ∗-algebra of operators

A ⊂ B(H)

which is closed under the weak topology.

As basic examples, we have the algebra B(H) itself, then the singly generated von
Neumann algebras, A =< T >, with T ∈ B(H), and then the multiply generated von
Neumann algebras, namely A =< Ti >, with Ti ∈ B(H). At the level of the general
results, we first have the bicommutant theorem of von Neumann, as follows:

Theorem 2.27. For a ∗-algebra A ⊂ B(H), the following are equivalent:

(1) A is weakly closed, so it is a von Neumann algebra.
(2) A equals its algebraic bicommutant A′′, taken inside B(H).

Proof. Since the commutants are automatically weakly closed, it is enough to show
that weakly closed implies A = A′′. For this purpose, we will prove something a bit more
general, stating that given a ∗-algebra of operators A ⊂ B(H), the following holds, with
A′′ being the bicommutant inside B(H), and with Ā being the weak closure:

A′′ = Ā

We prove this equality by double inclusion, as follows:

“⊃” Since any operator commutes with the operators that it commutes with, we have
a trivial inclusion S ⊂ S ′′, valid for any set S ⊂ B(H). In particular, we have:

A ⊂ A′′
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Our claim now is that the algebra A′′ is closed, with respect to the strong operator
topology. Indeed, assuming that we have Ti → T in this topology, we have:

Ti ∈ A′′ =⇒ STi = TiS, ∀S ∈ A′

=⇒ ST = TS, ∀S ∈ A′

=⇒ T ∈ A

Thus our claim is proved, and together with Proposition 2.25, which allows us to pass
from the strong to the weak operator topology, this gives the desired inclusion:

Ā ⊂ A′′

“⊂” Here we must prove that we have the following implication, valid for any T ∈
B(H), with the bar denoting as usual the weak operator closure:

T ∈ A′′ =⇒ T ∈ Ā

For this purpose, we use the same amplification trick as in the proof of Proposition
2.25. Consider the Hilbert space obtained by summing n times H with itself:

K = H ⊕ . . .⊕H

The operators over K can be regarded as being square matrices with entries in B(H),
and in particular, we have a representation π : B(H) → B(K), as follows:

π(T ) =

T . . .
T


The idea will be that of doing the computations in this representation. First, in this

representation, the image of our algebra A ⊂ B(H) is given by:

π(A) =


T . . .

T

∣∣∣T ∈ A


We can compute the commutant of this image, exactly as in the usual scalar matrix

case, and we obtain the following formula:

π(A)′ =


S11 . . . S1n

...
...

Sn1 . . . Snn

∣∣∣Sij ∈ A′


We conclude from this that, given an operator T ∈ A′′ as above, we have:T . . .

T

 ∈ π(A)′′
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In other words, the conclusion of all this is that we have:

T ∈ A′′ =⇒ π(T ) ∈ π(A)′′

Now given a vector x ∈ K, consider the orthogonal projection P ∈ B(K) on the norm
closure of the vector space π(A)x ⊂ K. Since the subspace π(A)x ⊂ K is invariant under
the action of π(A), so is its norm closure inside K, and we obtain from this:

P ∈ π(A)′

By combining this with what we found above, we conclude that we have:

T ∈ A′′ =⇒ π(T )P = Pπ(T )

Now since this holds for any x ∈ K, we conclude that any T ∈ A′′ belongs to the strong
operator closure of A. By using now Proposition 2.25, which allows us to pass from the
strong to the weak operator closure, we conclude that we have A′′ ⊂ Ā, as desired. □

In order to develop now some general theory, let us start by investigating the commu-
tative case. A first result here, that we basically already know, is as follows:

Theorem 2.28. Given an operator T ∈ B(H) which is normal,

TT ∗ = T ∗T

the von Neumann algebra A =< T > that it generates inside B(H) is

< T >= L∞(σ(T ))

with σ(T ) being its spectrum, formed of numbers λ ∈ C such that T − λ is not invertible.

Proof. This is something which is very standard, by using the spectral theory for
the normal operators T ∈ B(H), coming from chapter 1. □

More generally now, along the same lines, we have the following result:

Theorem 2.29. Given operators Ti ∈ B(H) which are normal, and which commute,
the von Neumann algebra A =< Ti > that these operators generates inside B(H) is

< Ti >= L∞(X)

with X being a certain measured space, associated to the family {Ti}.

Proof. This is again routine, by using this time the spectral theory for the families
of commuting normal operators Ti ∈ B(H), that we know from chapter 1 too. □

As an interesting abstract consequence of this, we have:

Theorem 2.30. The commutative von Neumann algebras are the algebras of type

A = L∞(X)

with X being a measured space.
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Proof. We have two assertions to be proved, the idea being as follows:

(1) In one sense, we must prove that given a measured space X, we can realize the
commutative algebra A = L∞(X) as a von Neumann algebra, on a certain Hilbert space
H. But this is something that we already know, coming from the multiplicity operators
Tf (g) = fg from the proof of the GNS theorem, the representation being as follows:

L∞(X) ⊂ B(L2(X))

(2) In the other sense, given a commutative von Neumann algebra A ⊂ B(H), we
must construct a certain measured space X, and an identification A = L∞(X). But this
follows from Theorem 2.29, because we can write our algebra as follows:

A =< Ti >

To be more precise, A being commutative, any element T ∈ A is normal. Thus, we
can pick a basis {Ti} ⊂ A, and then we have A =< Ti > as above, with Ti ∈ B(H) being
commuting normal operators. Thus Theorem 2.29 applies, and gives the result. □

In relation now with our noncommutative geometry questions, as a first application
of the above, we can extend our noncommutative space setting, as follows:

Theorem 2.31. Consider the category of “noncommutative measure spaces”, having
as objects the pairs (A, tr) consisting of a von Neumann algebra with a faithful trace, and
with the arrows reversed, which amounts in writing A = L∞(X) and tr =

∫
X
.

(1) The category of usual measured spaces embeds into this category, and we obtain
in this way the objects whose associated von Neumann algebra is commutative.

(2) Each C∗-algebra given with a trace produces as well a noncommutative measure
space, by performing the GNS construction, and taking the weak closure.

Proof. This is clear indeed from the basic properties of the GNS construction for
the C∗-algebras, and from the basic properties of the von Neumann algebras. □

Moving ahead now with more theory for the von Neumann algebras, there is a long
story here, and we are led in this way to the following statement:

Theorem 2.32. Given a von Neumann algebra A ⊂ B(H), if we write its center as

Z(A) = L∞(X)

then we have a decomposition as follows, with the fibers Ax having trivial center:

A =

∫
X

Ax dx

Moreover, the factors, Z(A) = C, can be basically classified in terms of the II1 factors,
which are those satisfying dimA = ∞, and having a faithful trace tr : A→ C.
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Proof. This is something that we know to hold in finite dimensions, as a consequence
of Theorem 2.14. In general, this is something heavy, the idea being as follows:

(1) This is von Neumann’s reduction theory main result, whose statement is already
quite hard to understand, and whose proof uses advanced functional analysis.

(2) This is heavy, due to Murray-von Neumann and Connes, the idea being that the
other factors can be basically obtained via crossed product constructions. □

We will be back to this in chapter 4, when systematically doing functional analysis.

2e. Exercises

Exercises:

Exercise 2.33.

Exercise 2.34.

Exercise 2.35.

Exercise 2.36.

Exercise 2.37.

Exercise 2.38.

Exercise 2.39.

Exercise 2.40.

Bonus exercise.



CHAPTER 3

Basic examples

3a. Group algebras

Let us discuss now some basic examples of C∗-algebras. We first have:

Theorem 3.1. Let Γ be a discrete group, and consider the complex group algebra C[Γ],
with involution given by the fact that all group elements are unitaries, g∗ = g−1.

(1) The maximal C∗-seminorm on C[Γ] is a C∗-norm, and the closure of C[Γ] with
respect to this norm is a C∗-algebra, denoted C∗(Γ).

(2) When Γ is abelian, we have an isomorphism C∗(Γ) ≃ C(G), where G = Γ̂ is its
Pontrjagin dual, formed by the characters χ : Γ → T.

Proof. All this is very standard, the idea being as follows:

(1) In order to prove the result, we must find a ∗-algebra embedding C[Γ] ⊂ B(H),
with H being a Hilbert space. For this purpose, consider the space H = l2(Γ), having
{h}h∈Γ as orthonormal basis. Our claim is that we have an embedding, as follows:

π : C[Γ] ⊂ B(H) , π(g)(h) = gh

Indeed, since π(g) maps the basis {h}h∈Γ into itself, this operator is well-defined,
bounded, and is an isometry. It is also clear from the formula π(g)(h) = gh that g →
π(g) is a morphism of algebras, and since this morphism maps the unitaries g ∈ Γ into
isometries, this is a morphism of ∗-algebras. Finally, the faithfulness of π is clear.

(2) Since Γ is abelian, the corresponding group algebra A = C∗(Γ) is commutative.
Thus, we can apply the Gelfand theorem, and we obtain A = C(X), with:

X = Spec(A)

But the spectrum X = Spec(A), consisting of the characters χ : C∗(Γ) → C, can be

identified with the Pontrjagin dual G = Γ̂, and this gives the result. □

The above result suggests the following definition:

Definition 3.2. Given a discrete group Γ, the compact quantum space G given by

C(G) = C∗(Γ)

is called abstract dual of Γ, and is denoted G = Γ̂.

51
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With this definition in hand, we can now talk about quantum tori, as follows:

Theorem 3.3. The basic tori are all group duals, as follows,

T+
N

// T+
N

TN //

OO

TN

OO

=

L̂N
// F̂N

ZN
2

//

OO

TN

OO

where FN = Z∗N is the free group on N generators, and LN = Z∗N
2 is its real version.

Proof. The basic tori appear indeed as group duals, and together with the Fourier
transform identifications from Theorem 3.1 (2), this gives the result. □

Moving ahead, now that we have our formalism, we can start developing free geometry.
As a first objective, we would like to better understand the relation between the classical
and free tori. In order to discuss this, let us introduce the following notion:

Definition 3.4. Given a compact quantum space X, its classical version is the usual
compact space Xclass ⊂ X obtained by dividing C(X) by its commutator ideal:

C(Xclass) = C(X)/I , I =< [a, b] >

In this situation, we also say that X appears as a “liberation” of X.

In other words, the space Xclass appears as the Gelfand spectrum of the commutative
C∗-algebra C(X)/I. Observe in particular that Xclass is indeed a classical space.

In relation now with our tori, we have the following result:

Theorem 3.5. We have inclusions between the various tori, as follows,

T+
N

// T+
N

TN //

OO

TN

OO

and the free tori on top appear as liberations of the tori on the bottom.

Proof. This is indeed clear from definitions, because commutativity of a group alge-
bra means precisely that the group in question is abelian. □

As a conclusion now to all this, we have a beginning of free geometry, both real and
complex, by knowing at least what the torus of each theory is. And with our construction
being definitely the good one, for the simple reason that the main problems in the analysis
of the free groups correspond in this way the main questions in our free geometry.
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3b. Quantum spheres

In order to extend now the free geometries that we have, real and complex, let us
begin with the spheres. We have the following notions:

Definition 3.6. We have free real and complex spheres, defined via

C(SN−1
R,+ ) = C∗

(
x1, . . . , xN

∣∣∣xi = x∗i ,
∑
i

x2i = 1

)

C(SN−1
C,+ ) = C∗

(
x1, . . . , xN

∣∣∣∑
i

xix
∗
i =

∑
i

x∗ixi = 1

)
where the symbol C∗ stands for universal enveloping C∗-algebra.

Here the fact that these algebras are indeed well-defined comes from the following
estimate, which shows that the biggest C∗-norms on these ∗-algebras are bounded:

||xi||2 = ||xix∗i || ≤

∣∣∣∣∣
∣∣∣∣∣∑

i

xix
∗
i

∣∣∣∣∣
∣∣∣∣∣ = 1

As a first result now, regarding the above free spheres, we have:

Theorem 3.7. We have embeddings of compact quantum spaces, as follows,

SN−1
R,+

// SN−1
C,+

SN−1
R

//

OO

SN−1
C

OO

and the spaces on top appear as liberations of the spaces on the bottom.

Proof. The first assertion, regarding the inclusions, comes from the fact that at the
level of the associated C∗-algebras, we have surjective maps, as follows:

C(SN−1
R,+ )

��

C(SN−1
C,+ )

��

oo

C(SN−1
R ) C(SN−1

C )oo
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For the second assertion, we must establish the following isomorphisms, where the
symbol C∗

comm stands for “universal commutative C∗-algebra generated by”:

C(SN−1
R ) = C∗

comm

(
x1, . . . , xN

∣∣∣xi = x∗i ,
∑
i

x2i = 1

)

C(SN−1
C ) = C∗

comm

(
x1, . . . , xN

∣∣∣∑
i

xix
∗
i =

∑
i

x∗ixi = 1

)
It is enough to establish the second isomorphism. So, consider the second universal

commutative C∗-algebra A constructed above. Since the standard coordinates on SN−1
C

satisfy the defining relations for A, we have a quotient map of as follows:

A→ C(SN−1
C )

Conversely, let us write A = C(S), by using the Gelfand theorem. The variables
x1, . . . , xN become in this way true coordinates, providing us with an embedding S ⊂ CN .
Also, the quadratic relations become

∑
i |xi|2 = 1, so we have S ⊂ SN−1

C . Thus, we have
a quotient map C(SN−1

C ) → A, as desired, and this gives all the results. □

By using the free spheres constructed above, we can now formulate:

Definition 3.8. A real algebraic manifold X ⊂ SN−1
C,+ is a closed quantum subspace

defined, at the level of the corresponding C∗-algebra, by a formula of type

C(X) = C(SN−1
C,+ )

/〈
fi(x1, . . . , xN) = 0

〉
for certain family of noncommutative polynomials, as follows:

fi ∈ C < x1, . . . , xN >

We denote by C(X) the ∗-subalgebra of C(X) generated by the coordinates x1, . . . , xN .

As a basic example here, we have the free real sphere SN−1
R,+ . The classical spheres

SN−1
C , SN−1

R , and their real submanifolds, are covered as well by this formalism. At the
level of the general theory, we have the following version of the Gelfand theorem:

Theorem 3.9. If X ⊂ SN−1
C,+ is an algebraic manifold, as above, we have

Xclass =
{
x ∈ SN−1

C

∣∣∣fi(x1, . . . , xN) = 0
}

and X appears as a liberation of Xclass.

Proof. This is something that we already met, in the context of the free spheres. In
general, the proof is similar, by using the Gelfand theorem. Indeed, if we denote by X ′

class

the manifold constructed in the statement, then we have a quotient map of C∗-algebras
as follows, mapping standard coordinates to standard coordinates:

C(Xclass) → C(X ′
class)
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Conversely now, from X ⊂ SN−1
C,+ we obtain Xclass ⊂ SN−1

C . Now since the relations
defining X ′

class are satisfied by Xclass, we obtain an inclusion Xclass ⊂ X ′
class. Thus, at

the level of algebras of continuous functions, we have a quotient map of C∗-algebras as
follows, mapping standard coordinates to standard coordinates:

C(X ′
class) → C(Xclass)

Thus, we have constructed a pair of inverse morphisms, and we are done. □

Finally, once again at the level of the general theory, we have:

Definition 3.10. We agree to identify two real algebraic submanifolds X, Y ⊂ SN−1
C,+

when we have a ∗-algebra isomorphism between ∗-algebras of coordinates

f : C(Y ) → C(X)

mapping standard coordinates to standard coordinates.

We will see later the reasons for making this convention, coming from amenability.
Now back to the tori, as constructed before, we can see that these are examples of algebraic
manifolds, in the sense of Definition 3.8. In fact, we have the following result:

Theorem 3.11. The four main quantum spheres produce the main quantum tori

SN−1
R,+

// SN−1
C,+

SN−1
R

//

OO

SN−1
C

OO

→

T+
N

// T+
N

TN //

OO

TN

OO

via the formula T = S ∩ T+
N , with the intersection being taken inside SN−1

C,+ .

Proof. This comes from the above results, the situation being as follows:

(1) Free complex case. Here the formula in the statement reads T+
N = SN−1

C,+ ∩ T+
N .

But this is something trivial, because we have T+
N ⊂ SN−1

C,+ .

(2) Free real case. Here the formula in the statement reads T+
N = SN−1

R,+ ∩ T+
N . But

this is clear as well, the real version of T+
N being T+

N .

(3) Classical complex case. Here the formula in the statement reads TN = SN−1
C ∩T+

N .
But this is clear as well, the classical version of T+

N being TN .

(4) Classical real case. Here the formula in the statement reads TN = SN−1
R ∩T+

N . But
this follows by intersecting the formulae from the proof of (2) and (3). □

We will be back to free geometry, later in this book.
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3c. Random matrices

Back to the von Neumann algebras, our main results so far concern the finite dimen-
sional case, where the algebra is of the form A = ⊕iMni

(C), and the commutative case,
where the algebra is of the form A = L∞(X). In order to advance, we must solve:

Question 3.12. What are the next simplest von Neumann algebras, generalizing at
the same time the finite dimensional ones, A = ⊕iMni

(C), and the commutative ones,
A = L∞(X), that we can use as input for our study?

In this formulation, our question is a no-brainer, the answer to it being that of looking
at the direct integrals of matrix algebras, over an arbitrary measured space X:

A =

∫
X

Mnx(C)dx

However, when thinking a bit, all this looks quite tricky, with most likely lots of tech-
nical functional analysis and measure theory involved. So, we will leave the investigation
of such algebras, which are indeed quite basic, and called of type I, for later.

Nevermind. Let us replace Question 3.12 with something more modest, as follows:

Question 3.13 (update). What are the next simplest von Neumann algebras, gener-
alizing at the same time the usual matrix algebras, A = MN(C), and the commutative
ones, A = L∞(X), that we can use as input for our study?

But here, what we have is again a no-brainer, because in relation to what has been
said above, we just have to restrict the attention to the “isotypic” case, where all fibers
are isomorphic. And in this case our algebra is a random matrix algebra:

A =

∫
X

MN(C)dx

Which looks quite nice, and so good news, we have our algebras. In practice now,
although there is some functional analysis to be done with these algebras, the main
questions regard the individual operators T ∈ A, called random matrices. Thus, we are
basically back to good old operator theory. Let us begin our discussion with:

Definition 3.14. A random matrix algebra is a von Neumann algebra of the following
type, with X being a probability space, and with N ∈ N being an integer:

A =MN(L
∞(X))

In other words, A appears as a tensor product, as follows,

A =MN(C)⊗ L∞(X)

of a matrix algebra and a commutative von Neumann algebra.
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As a first observation, our algebra can be written as well as follows, with this latter
convention being quite standard in the probability literature:

A = L∞(X,MN(C))
In connection with the tensor product notation, which is often the most useful one for

computations, we have as well the following possible writing, also used in probability:

A = L∞(X)⊗MN(C)
Importantly now, each random matrix algebra A is naturally endowed with a canonical

von Neumann algebra trace tr : A→ C, which appears as follows:

Proposition 3.15. Given a random matrix algebra A = MN(L
∞(X)), consider the

linear form tr : A→ C given by:

tr(T ) =
1

N

N∑
i=1

∫
X

T x
iidx

In tensor product notation, A =MN(C)⊗ L∞(X), we have then the formula

tr =
1

N
Tr ⊗

∫
X

and this functional tr : A→ C is a faithful positive unital trace.

Proof. The first assertion, regarding the tensor product writing of tr, is clear from
definitions. As for the second assertion, regarding the various properties of tr, this follows
from this, because these properties are stable under taking tensor products. □

As before, there is a discussion here in connection with the other possible writings of
A. With the probabilistic notation A = L∞(X,MN(C)), the trace appears as:

tr(T ) =

∫
X

1

N
Tr(T x) dx

Also, with the probabilistic tensor notation A = L∞(X)⊗MN(C), the trace appears
exactly as in the second part of Proposition 3.15, with the order inverted:

tr =

∫
X

⊗ 1

N
Tr

To summarize, the random matrix algebras appear to be very basic objects, and the
only difficulty, in the beginning, lies in getting familiar with the 4 possible notations for
them. Or perhaps 5 possible notations, because we have A =

∫
X
MN(C)dx as well.

Getting to work now, as already said, the main questions about random matrix alge-
bras regard the individual operators T ∈ A, called random matrices. To be more precise,
we are interested in computing the laws of such matrices, constructed according to:



58 3. BASIC EXAMPLES

Theorem 3.16. Given an operator algebra A ⊂ B(H) with a faithful trace tr : A→ C,
any normal element T ∈ A has a law, namely a probability measure µ satisfying

tr(T k) =

∫
C
zkdµ(z)

with the powers being with respect to colored exponents k = ◦ • • ◦ . . . , defined via

a∅ = 1 , a◦ = a , a• = a∗

and multiplicativity. This law is unique, and is supported by the spectrum σ(T ) ⊂ C. In
the non-normal case, TT ∗ ̸= T ∗T , such a law does not exist.

Proof. We have two assertions here, the idea being as follows:

(1) In the normal case, TT ∗ = T ∗T , we know from the Gelfand theorm, or from the
continuous functional calculus theorem, that we have:

< T >= C(σ(T ))

Thus the functional f(T ) → tr(f(T )) can be regarded as an integration functional on
the algebra C(σ(T )), and by the Riesz theorem, this latter functional must come from a
probability measure µ on the spectrum σ(T ), in the sense that we must have:

tr(f(T )) =

∫
σ(T )

f(z)dµ(z)

We are therefore led to the conclusions in the statement, with the uniqueness assertion
coming from the fact that the operators T k, taken as usual with respect to colored integer
exponents, k = ◦ • • ◦ . . . , generate the whole operator algebra C(σ(T )).

(2) In the non-normal case now, TT ∗ ̸= T ∗T , we must show that such a law does not
exist. For this purpose, we can use a positivity trick, as follows:

TT ∗ − T ∗T ̸= 0 =⇒ (TT ∗ − T ∗T )2 > 0

=⇒ TT ∗TT ∗ − TT ∗T ∗T − T ∗TTT ∗ + T ∗TT ∗T > 0

=⇒ tr(TT ∗TT ∗ − TT ∗T ∗T − T ∗TTT ∗ + T ∗TT ∗T ) > 0

=⇒ tr(TT ∗TT ∗ + T ∗TT ∗T ) > tr(TT ∗T ∗T + T ∗TTT ∗)

=⇒ tr(TT ∗TT ∗) > tr(TTT ∗T ∗)

Now assuming that T has a law µ ∈ P(C), in the sense that the moment formula
in the statement holds, the above two different numbers would have to both appear by
integrating |z|2 with respect to this law µ, which is contradictory, as desired. □

Back now to the random matrices, as a basic example, assume X = {.}, so that we
are dealing with a usual scalar matrix, T ∈MN(C). By changing the basis of CN , which



3D. CUNTZ ALGEBRAS 59

won’t affect our trace computations, we can assume that T is diagonal:

T ∼

λ1 . . .
λN


But for such a diagonal matrix, we have the following formula:

tr(T k) =
1

N
(λk1 + . . .+ λkN)

Thus, the law of T is the average of the Dirac masses at the eigenvalues:

µ =
1

N
(δλ1 + . . .+ δλN

)

As a second example now, assume N = 1, and so T ∈ L∞(X). In this case we obtain
the usual law of T , because the equation to be satisfied by µ is:∫

X

φ(T ) =

∫
C
φ(x)dµ(x)

At a more advanced level, the main problem regarding the random matrices is that of
computing the law of various classes of such matrices, coming in series:

Question 3.17. What is the law of random matrices coming in series

TN ∈MN(L
∞(X))

in the N >> 0 regime?

The general strategy here, coming from physicists, is that of computing first the as-
ymptotic law µ0, in the N → ∞ limit, and then looking for the higher order terms as
well, as to finally reach to a series in N−1 giving the law of TN , as follows:

µN = µ0 +N−1µ1 +N−2µ2 + . . .

As a basic example here, of particular interest are the random matrices having i.i.d.
complex normal entries, under the constraint T = T ∗. Here the asymptotic law µ0 is the
Wigner semicircle law on [−2, 2]. We will discuss this, later in this book.

3d. Cuntz algebras

We would like to end this chapter with an interesting class of C∗-algebras, discovered
by Cuntz in [23], and heavily used since then, for various technical purposes:

Definition 3.18. The Cuntz algebra On is the C∗-algebra generated by isometries
S1, . . . , Sn satisfying the following condition:

S1S
∗
1 + . . .+ SnS

∗
n = 1

That is, On ⊂ B(H) is generated by n isometries whose ranges sum up to H.
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Observe that H must be infinite dimensional, in order to have isometries as above. In
what follows we will prove that On is independent on the choice of such isometries, and
also that this algebra is simple. We will restrict the attention to the case n = 2, the proof
in general being similar. Let us start with some simple computations, as follows:

Proposition 3.19. Given a word i = i1 . . . ik with il ∈ {1, 2}, we associate to it the
element Si = Si1 . . . Sik of the algebra O2. Then Si are isometries, and we have

S∗
i Sj = δij1

for any two words i, j having the same lenght.

Proof. We use the relations defining the algebra O2, namely:

S∗
1S1 = S∗

2S2 = 1 , S1S
∗
1 + S2S

∗
2 = 1

The fact that Si are isometries is clear, here being the check for i = 12:

S∗
12S12 = (S1S2)

∗(S1S2)

= S∗
2S

∗
1S1S2

= S∗
2S2

= 1

Regarding the last assertion, by recurrence we just have to establish the formula there
for the words of length 1. That is, we want to prove the following formulae:

S∗
1S2 = S∗

2S1 = 0

But these two formulae follow from the fact that the projections Pi = SiS
∗
i satisfy by

definition P1 + P2 = 1. Indeed, we have the following computation:

P1 + P2 = 1 =⇒ P1P2 = 0

=⇒ S1S
∗
1S2S

∗
2 = 0

=⇒ S∗
1S2 = S∗

1S1S
∗
1S2S

∗
2S2 = 0

Thus, we have the first formula, and the proof of the second one is similar. □

We can use the formulae in Proposition 3.19 as follows:

Proposition 3.20. Consider words in O2, meaning products of S1, S
∗
1 , S2, S

∗
2 .

(1) Each word in O2 is of form 0 or SiS
∗
j for some words i, j.

(2) Words of type SiS
∗
j with l(i) = l(j) = k form a system of 2k × 2k matrix units.

(3) The algebra Ak generated by matrix units in (2) is a subalgebra of Ak+1.

Proof. Here the first two assertions follow from the formulae in Proposition 3.19,
and for the last assertion, we can use the following formula:

SiS
∗
j = Si1S

∗
j = Si(S1S

∗
1 + S2S

∗
2)S

∗
j

Thus, we obtain an embedding of algebras Ak, as in the statement. □
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Observe now that the embedding constructed in (3) above is compatible with the
matrix unit systems in (2). Consider indeed the following diagram:

Ak+1 ≃ M2k+1(C)

∪ ∪

Ak ≃ M2k(C)

With the notation eix,yj = eij ⊗ exy, the inclusion on the right is given by:

eij → ei1,1h + ei2,2j

= eij ⊗ e11 + eij ⊗ e22

= eij ⊗ 1

Thus, with standard tensor product notations, the inclusion on the right is the canon-
ical inclusion m→ m⊗ 1, and so the above diagram becomes:

Ak+1 ≃ M2(C)⊗k+1

∪ ∪

Ak ≃ M2(C)⊗k

The passage from the algebra A = ∪kAk ≃M2(C)⊗∞ coming from this observation to
the full the algebra O2 that we are interested in can be done by using:

Proposition 3.21. Each element X ∈< S1, S2 >⊂ O2 decomposes as a finite sum

X =
∑
i>0

S∗i
1 X−i +X0 +

∑
i>0

XiS
i
1

where each Xi is in the union A of algebras Ak.

Proof. By linearity and by using Proposition 3.20 we may assume thatX is a nonzero
word, say X = SiS

∗
j . In the case l(i) = l(j) we can set X0 = X and we are done.

Otherwise, we just have to add at left or at right terms of the form 1 = S∗
1S1. For

instance X = S2 is equal to S2S
∗
1S1, and we can take X1 = S2S

∗
1 ∈ A1. □

We must show now that the decomposition X → (Xi) found above is unique, and
then prove that each application X → Xi has good continuity properties. The following
formulae show that in both problems we may restrict attention to the case i = 0:

Xi+1 = (XS∗
1)i X−i−1 = (S1X)i

In order to solve these questions, we use the following fact:
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Proposition 3.22. If P is a nonzero projection in O2 =< S1, S2 >⊂ O2, its k-th
average, given by the formula

Q =
∑
l(i)=k

SiPS
∗
i

is a nonzero projection in O2 having the property that the linear subspace QAkQ is iso-
morphic to a matrix algebra, and Y → QY Q is an isomorphism of Ak onto it.

Proof. We know that the words of form SiS
∗
j with l(i) = l(j) = k are a system of

matrix units in Ak. We apply to them the map Y → QY Q, and we obtain:

QSiS
∗
jQ =

∑
pq

SpPS
∗
pSiS

∗
jSqPS

∗
q

=
∑
pq

δipδjqSpP
2S∗

q

= SiPS
∗
j

The output being a system of matrix units, Y → QY Q is an isomorphism from the
algebra of matrices Ak to another algebra of matrices QAkQ, and this gives the result. □

Thus any map Y → QY Q behaves well on the i = 0 part of the decomposition on X.
It remains to find P such that Y → QY Q destroys all i ̸= 0 terms, and we have here:

Proposition 3.23. Assuming X0 ∈ Ak, there is a nonzero projection P ∈ A such
that QXQ = QX0Q, where Q is the k-th average of P .

Proof. We want Y → QY Q to map to zero all terms in the decomposition of X,
except for X0. Let us call M1, . . . ,Mt ∈ O2 − A the terms to be destroyed. We want the
following equalities to hold, with the sum over all pairs of length k indices:∑

ij

SiPS
∗
iMqSjPS

∗
j = 0

The simplest way is to look for P such that all terms of all sums are 0:

SiPS
∗
iMqSjPS

∗
j = 0

By multiplying to the left by S∗
i and to the right by Sj, we want to have:

PS∗
iMqSjP = 0

With Nz = S∗
iMqSj, where z belongs to some new index set, we want to have:

PNzP = 0

Since Nz ∈ O2 − A, we can write Nz = SmzS
∗
nz

with l(mz) ̸= l(nz), and we want:

PSmzS
∗
nz
P = 0
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In order to do this, we can the projections of form P = SrS
∗
r . We want:

SrS
∗
rSmzS

∗
nz
SrS

∗
r = 0

Let K be the biggest length of all mz, nz. Assume that we have fixed r, of length
bigger than K. If the above product is nonzero then both S∗

rSmz and S∗
nz
Sr must be

nonzero, which gives the following equalities of words:

r1 . . . rl(mz) = mz , r1 . . . rl(nz) = nz

Assuming that these equalities hold indeed, the above product reduces as follows:

SrS
∗
rl(r)

. . . S∗
rl(mz)+1

Srl(nz)+1
. . . Srl(r)S

∗
r

Now if this product is nonzero, the middle term must be nonzero:

S∗
rl(r)

. . . S∗
rl(mz)+1

Srl(nz)+1
. . . Srl(r) ̸= 0

In order for this for hold, the indices starting from the middle to the right must be equal
to the indices starting from the middle to the left. Thus r must be periodic, of period
|l(mz) − l(nz)| > 0. But this is certainly possible, because we can take any aperiodic
infinite word, and let r be the sequence of first M letters, with M big enough. □

We can now start solving our problems. We first have:

Proposition 3.24. The decomposition of X is unique, and we have

||Xi|| ≤ ||X||
for any i.

Proof. It is enough to do this for i = 0. But this follows from the previous result,
via the following sequence of equalities and inequalities:

||X0|| = ||QX0Q||
= ||QXQ||
≤ ||X||

Thus we got the inequality in the statement. As for the uniqueness part, this follows
from the fact that X0 → QX0Q = QXQ is an isomorphism. □

Remember now we want to prove that the Cuntz algebra O2 does not depend on the
choice of the isometries S1, S2. In order to do so, let O2 be the completion of the ∗-algebra
O2 =< S1, S2 >⊂ O2 with respect to the biggest C∗-norm. We have:

Proposition 3.25. We have the equivalence

X = 0 ⇐⇒ Xi = 0,∀i
valid for any element X ∈ O2.
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Proof. Assume Xi = 0 for any i, and choose a sequence Xk → X with Xk ∈ O2.
For λ ∈ T we define a representation ρλ in the following way:

ρλ : Si → λSi

We have then ρλ(Y ) = Y for any element Y ∈ A. We fix norm one vectors ξ, η and
we consider the following continuous functions f : T → C:

fk(λ) =< ρλ(X
k)ξ, η >

From Xk → X we get, with respect to the usual sup norm of C(T):
fk → f

Each Xk ∈ O2 can be decomposed, and fk is given by the following formula:

fk(λ) =
∑
i>0

λ−i < S∗i
1 X

k
−iξ, η > + < X0ξ, η > +

∑
i>0

λi < Xk
i S

i
1ξ, η >

This is a Fourier type expansion of fk, that can we write in the following way:

fk(λ) =
∞∑

j=−∞

akjλ
j

By using Proposition 3.24 we obtain that with k → ∞, we have:

|akj | ≤ ||Xk
j || → ||X∞

j || = 0

On the other hand we have akj → aj with k → ∞. Thus all Fourier coefficients aj of
f are zero, so f = 0. With λ = 1 this gives the following equality:

< Xξ, η >= 0

This is true for arbitrary norm one vectors ξ, η, so X = 0 and we are done. □

We can now formulate the Cuntz theorem, from [23], as follows:

Theorem 3.26 (Cuntz). Let S1, S2 be isometries satisfying S1S
∗
1 + S2S

∗
2 = 1.

(1) The C∗-algebra O2 generated by S1, S2 does not depend on the choice of S1, S2.
(2) For any nonzero X ∈ O2 there are A,B ∈ O2 with AXB = 1.
(3) In particular O2 is simple.

Proof. This basically follows from the various results established above:

(1) Consider the canonical projection map π : O2 → O2. We know that π is surjective,
and we will prove now that π is injective. Indeed, if π(X) = 0 then π(X)i = 0 for any i.
But π(X)i is in the dense ∗-algebra A, so it can be regarded as an element of O2, and with
this identification, we have π(X)i = Xi in O2. Thus Xi = 0 for any i, so X = 0. Thus π
is an isomorphism. On the other hand O2 depends only on O2, and the above formulae
in O2, for algebraic calculus and for decomposition of an arbitrary X ∈ O2, show that O2

does not depend on the choice of S1, S2. Thus, we obtain the result.



3D. CUNTZ ALGEBRAS 65

(2) Choose a sequence Xk → X with Xk ∈ O2. We have the following formula:

(X∗X)0 = lim
k→∞

(∑
i>0

Xk∗
−iX

k
−i +Xk∗

0 X
k
0 +

∑
i>0

S∗i
1 X

k∗
i X

k
i S

i
1

)
Thus X ̸= 0 implies (X∗X)0 ̸= 0. By linearity we can assume that we have:

||(X∗X)0|| = 1

Now choose a positive element Y ∈ O2 which is close enough to X∗X:

||X∗X − Y || < ε

Since Z → Z0 is norm decreasing, we have the following estimate:

||Y0|| > 1− ε

We apply Proposition 3.23 to our positive element Y ∈ O2. We obtain in this way a
certain projection Q such that QY0Q = QY Q belongs to a certain matrix algebra. We
have QY Q > 0, so we can diagonalize this latter element, as follows:

QY Q =
∑

λiRi

Here λi are positive numbers and Ri are minimal projections in the matrix algebra.
Now since ||QY Q|| = ||Y0||, there must be an eigenvalue greater that 1− ε:

λ0 > 1− ε

By linear algebra, we can pass from a minimal projection to another:

U∗U = Ri , UU∗ = Sk
1S

∗k
1

The element B = QU∗Sk
1 has norm ≤ 1, and we get the following inequality:

||1−B∗X∗XB|| ≤ ||1−B∗Y B||+ ||B∗Y B −B∗X∗XB||
< ||1−B∗Y B||+ ε

The last term can be computed by using the diagonalization of QY Q, as follows:

B∗Y B = S∗k
1 UQY QU

∗Sk
1

= S∗k
1

(∑
λiURiU

∗
)
Sk
1

= λ0S
∗k
1 S

k
1S

∗k
1 S

k
1

= λ0

From λ0 > 1− ε we get ||1−B∗Y B|| < ε, and we obtain the following estimate:

||1−B∗X∗XB|| < 2ε

Thus B∗X∗XB is invertible, say with inverse C, and we have (B∗X∗)X(BC) = 1.

(3) This is clear from the formula AXB = 1 established in (2). □
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3e. Exercises

Exercises:

Exercise 3.27.

Exercise 3.28.

Exercise 3.29.

Exercise 3.30.

Exercise 3.31.

Exercise 3.32.

Exercise 3.33.

Exercise 3.34.

Bonus exercise.



CHAPTER 4

Analytic aspects

4a. Density results

Time now for some more advanced operator algebra theory, and hang on, all this will
be quite technical. Let us begin our study with some generalities. We first have:

Proposition 4.1. The weak operator topology on B(H) is the topology having the
following equivalent properties:

(1) It makes T →< Tx, y > continuous, for any x, y ∈ H.
(2) It makes Tn → T when < Tnx, y >→< Tx, y >, for any x, y ∈ H.
(3) Has as subbase the sets UT (x, y, ε) = {S : | < (S − T )x, y > | < ε}.
(4) Has as base UT (x1, . . . , xn, y1, . . . , yn, ε) = {S : | < (S − T )xi, yi > | < ε,∀i}.

Proof. The equivalences (1) ⇐⇒ (2) ⇐⇒ (3) ⇐⇒ (4) all follow from definitions,
with of course (1,2) referring to the coarsest topology making that things happen. □

Similarly, in what regards the strong operator topology, we have:

Proposition 4.2. The strong operator topology on B(H) is the topology having the
following equivalent properties:

(1) It makes T → Tx continuous, for any x ∈ H.
(2) It makes Tn → T when Tnx→ Tx, for any x ∈ H.
(3) Has as subbase the sets VT (x, ε) = {S : ||(S − T )x|| < ε}.
(4) Has as base the sets VT (x1, . . . , xn, ε) = {S : ||(S − T )xi|| < ε,∀i}.

Proof. Again, the equivalences (1) ⇐⇒ (2) ⇐⇒ (3) ⇐⇒ (4) are all clear, and
with (1,2) referring to the coarsest topology making that things happen. □

We know from before that an operator algebra A ⊂ B(H) is weakly closed if and only
if it is strongly closed. Here is a useful generalization of this fact:

Theorem 4.3. Given a convex set of bounded operators

C ⊂ B(H)

its weak operator closure and strong operator closure coincide.

67
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Proof. Since the weak operator topology on B(H) is weaker by definition than the
strong operator topology on B(H), we have, for any subset C ⊂ B(H):

C
strong ⊂ C

weak

Now by assuming that C ⊂ B(H) is convex, we must prove that:

T ∈ C
weak

=⇒ T ∈ C
strong

In order to do so, let us pick vectors x1, . . . , xn ∈ H and ε > 0. We let K = H⊕n, and
we consider the standard embedding i : B(H) ⊂ B(K), given by:

iT (y1, . . . , yn) = (Ty1, . . . , T yn)

We have then the following implications, which are all trivial:

T ∈ C
weak

=⇒ iT ∈ iC
weak

=⇒ iT (x) ∈ iC(x)
weak

Now since the set C ⊂ B(H) was assumed to be convex, the set iC(x) ⊂ K is convex
too, and by the Hahn-Banach theorem, for compact sets, it follows that we have:

iT (x) ∈ iC(x)
||.||

Thus, there exists an operator S ∈ C such that we have, for any i:

||Sxi − Txi|| < ε

But this shows that we have S ∈ VT (x1, . . . , xn, ε), and since x1, . . . , xn ∈ H and ε > 0

were arbitrary, by Proposition 4.2 it follows that we have T ∈ C
strong

, as desired. □

We will need as well the following standard result:

Proposition 4.4. Given a vector space E ⊂ B(H), and a linear form f : E → C,
the following conditions are equivalent:

(1) f is weakly continuous.
(2) f is strongly continuous.
(3) f(T ) =

∑n
i=1 < Txi, yi >, for certain vectors xi, yi ∈ H.

Proof. This is something standard, using the same tools at those already used in
chapter 5, namely basic functional analysis, and amplification tricks:

(1) =⇒ (2) Since the weak operator topology on B(H) is weaker than the strong
operator topology on B(H), weakly continuous implies strongly continuous. To be more
precise, assume Tn → T strongly. Then Tn → T weakly, and since f was assumed to be
weakly continuous, we have f(Tn) → f(T ). Thus f is strongly continuous, as desired.

(2) =⇒ (3) Assume indeed that our linear form f : E → C is strongly continuous.
In particular f is strongly continuous at 0, and Proposition 4.2 provides us with vectors
x1, . . . , xn ∈ H and a number ε > 0 such that, with the notations there:

f(V0(x1, . . . , xn, ε)) ⊂ D0(1)
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That is, we can find vectors x1, . . . , xn ∈ H and a number ε > 0 such that:

||Txi|| < ε,∀i =⇒ |f(T )| < 1

But this shows that we have the following estimate:

n∑
i=1

||Txi||2 < ε2 =⇒ |f(T )| < 1

By linearity, it follows from this that we have the following estimate:

|f(T )| < 1

ε

√√√√ n∑
i=1

||Txi||2

Consider now the direct sum H⊕n, and inside it, the following vector:

x = (x1, . . . , xn) ∈ H⊕n

Consider also the following linear space, written in tensor product notation:

K = (E ⊗ 1)x ⊂ H⊕n

We can define a linear form f ′ : K → C by the following formula, and continuity:

f ′(Tx1, . . . , Txn) = f(T )

We conclude that there exists a vector y ∈ K such that the following happens:

f ′((T ⊗ 1)y
)
=< (T ⊗ 1)x, y >

But in terms of the original linear form f : E → C, this means that we have:

f(T ) =
n∑

i=1

< Txi, yi >

(3) =⇒ (1) This is clear, because we have, with respect to the weak topology:

Tn → T =⇒ < Tnxi, yi >→< Txi, yi >,∀i

=⇒
n∑

i=1

< Tnxi, yi >→
n∑

i=1

< Txi, yi >

=⇒ f(Tn) → f(T )

Thus, our linear form f is weakly continuous, as desired. □

Here is one more well-known result, that we will need as well:

Theorem 4.5. The unit ball of B(H) is weakly compact.



70 4. ANALYTIC ASPECTS

Proof. If we denote by B1 ⊂ B(H) the unit ball, and by D1 ⊂ C the unit disk, we
have a morphism as follows, which is continuous with respect to the weak topology on
B1, and with respect to the product topology on the set on the right:

B1 ⊂
∏

||x||,||y||≤1

D1 , T → (< Tx, y >)x,y

Since the set on the right is compact, by Tychonoff, it is enough to show that the
image of B1 is closed. So, let (cxy) ∈ B̄1. We can then find Ti ∈ B1 such that:

< Tix, y >→ cxy , ∀x, y

But this shows that the following map is a bounded sesquilinear form:

H ×H → C , (x, y) → cxy

Thus, we can find an operator T ∈ B(H), and so T ∈ B1, such that < Tx, y >= cxy
for any x, y ∈ H, and this shows that we have (cxy) ∈ B1, as desired. □

Getting back to operator algebras, we have the following result, due to Kaplansky,
which is something very useful, and of independent interest as well:

Theorem 4.6. Given an operator algebra A ⊂ B(H), the following happen:

(1) The unit ball of A is strongly dense in the unit ball of A′′.
(2) The same happens for the self-adjoint parts of the above unit balls.

Proof. This is something quite tricky, the idea being as follows:

(1) Consider the self-adjoint part Asa ⊂ A. By taking real parts of operators, and
using the fact that T → T ∗ is weakly continuous, we have then:

Asa
w ⊂

(
A

w)
sa

Now since the set Asa is convex, and by Theorem 4.3 all weak operator topologies
coincide on the convex sets, we conclude that we have in fact equality:

Asa
w
=
(
A

w)
sa

(2) With this result in hand, let us prove now the second assertion of the theorem.
For this purpose, consider an element T ∈ A

w
, satisfying T = T ∗ and ||T || ≤ 1. Consider

as well the following function, going from the interval [−1, 1] to itself:

f(t) =
2t

1 + t2

By functional calculus we can find an element S ∈
(
A

w)
sa

such that:

f(S) = T
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In other words, we can find an element S ∈
(
A

w)
sa

such that:

T =
2S

1 + S2

Now given arbitrary vectors x1, . . . , xn ∈ H and an arbitrary number ε > 0, let us
pick an element R ∈ Asa, subject to the following two inequalities:

||RTxi − STxi|| ≤ ε ,

∣∣∣∣∣∣∣∣ R

1 + S2
xi −

S

1 + S2
xi

∣∣∣∣∣∣∣∣ ≤ ε

Finally, consider the following element, which has norm ≤ 1:

L =
2R

1 +R2

We have then the following computation, using the above formulae:

L− T =
2R

1 +R2
− 2S

1 + S2

= 2

(
1

1 +R2

(
R(1 + S2)− (1 + S2)R

) 1

1 + S2

)
= 2

(
1

1 +R2
(R− S)

1

1 + S2
+

R

1 +R2
(S −R)

S

1 + S2

)
=

2

1 +R2
(R− S)

1

1 + S2
+
L

2
(S −R)T

Thus, we have the following estimate, for any i ∈ {1, . . . , n}:
||(L− T )xi|| ≤ ε

But this gives the second assertion of the theorem, as desired.

(3) Let us prove now the first assertion of the theorem. Given an arbitrary element
T ∈ A

w
, satisfying ||T || ≤ 1, let us look at the following element:

T ′ =

(
0 T
T ∗ 0

)
∈M2(A

w
)

This element is then self-adjoint, and we can use what we proved in the above, and
we are led in this way to the first assertion in the statement, as desired. □

We can go back now to our original question, from the beginning of the present chapter,
namely that of abstractly characterizing the von Neumann algebras, and we have:

Theorem 4.7. A norm closed operator ∗-algebra
A ⊂ B(H)

is a von Neumann algebra precisely when its unit ball is weakly compact.
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Proof. This is something which is now clear, coming from the Kaplansky density
results established in Theorem 4.6. To be more precise:

(1) In one sense, assuming that A ⊂ B(H) is a von Neumann algebra, this algebra
is weakly closed. But since the unit ball of B(H) is weakly compact, we are led to the
conclusion that the unit ball of A is weakly compact too.

(2) Conversely, assume that an operator algebra A ⊂ B(H) is such that its unit ball
is weakly compact. In particular, the unit ball of A is weakly closed. Now if T satisfying
||T || ≤ 1 belongs to the weak closure of A, by Kaplansky density we conclude that we
have T ∈ A. Thus our algebra A must be a von Neumann algebra, as claimed. □

Many other things can be said, as a continuation of the above, notably with some
even more advanced results, of the same type, due to Sakai. We will be back to this.

4b. Tensor products

Tensor products of C∗-algebras. Various norm constructions.

Many things can be said here, by using advanced functional analysis.

4c. Amenability, nuclearity

Let us discuss now amenability questions. Let us start our discussion in the von
Neumann algebra setting, where things are particularly simple. We have here:

Theorem 4.8. Given a discrete group Γ, we can construct its von Neumann algebra

L(Γ) ⊂ B(l2(Γ))

by using the left regular representation. This algebra has a faithful positive trace, tr(g) =
δg,1, and when Γ is abelian we have an isomorphism of tracial von Neumann algebras

L(Γ) ≃ L∞(G)

given by a Fourier type transform, where G = Γ̂ is the compact dual of Γ.

Proof. There are many assertions here, the idea being as follows:

(1) The first part is standard, with the left regular representation of Γ working as
expected, and being a unitary representation, as follows:

Γ ⊂ B(l2(Γ)) , π(g) : h→ gh

(2) The positivity of the trace comes from the following alternative formula for it, with
the equivalence with the definition in the statement being clear:

tr(T ) =< T1, 1 >
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(3) The third part is standard as well, because when Γ is abelian the algebra L(Γ)
is commutative, and its spectral decomposition leads by delinearization to the group

characters χ : Γ → T, and so the dual group G = Γ̂, as indicated.

(4) Finally, the fact that our isomorphism transforms the trace of L(Γ) into the Haar
integration functional of L∞(G) is clear. Moreover, the study of various examples show
that what we constructed is in fact the Fourier transform, in its various incarnations. □

Let us record as well the following result, in relation with the above:

Theorem 4.9. The center of a group von Neumann algebra L(Γ) is

Z(L(Γ)) =

{∑
g

λgg
∣∣∣λgh = λhg

}′′

and if Γ ̸= {1} has infinite conjugacy classes, in the sense that∣∣∣{ghg−1|g ∈ G}
∣∣∣ = ∞ , ∀h ̸= 1

with this being called ICC property, the algebra L(Γ) is a II1 factor.

Proof. There are two assertions here, the idea being as follows:

(1) Consider a linear combination of group elements, which is in the weak closure of
C[Γ], and so defines an element of the group von Neumann algebra L(Γ):

a =
∑
g

λgg

By linearity, this element a ∈ L(Γ) belongs to the center of L(Γ) precisely when it
commutes with all the group elements h ∈ Γ, and this gives:

a ∈ Z(A) ⇐⇒ ah = ha

⇐⇒
∑
g

λggh =
∑
g

λghg

⇐⇒
∑
k

λkh−1k =
∑
k

λh−1kk

⇐⇒ λkh−1 = λh−1k

Thus, we obtain the formula for Z(L(Γ)) in the statement.

(2) We have to examine the 3 conditions defining the II1 factors. We already know
from Theorem 4.8 that the group algebra L(G) has a trace, given by:

tr(g) = δg,1
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Regarding now the center, the condition λgh = λhg that we found is equivalent to the
fact that g → λg is constant on the conjugacy classes, and we obtain:

Z(L(Γ)) = C ⇐⇒ Γ = ICC

Finally, assuming that this ICC condition is satisfied, with Γ ̸= {1}, then our group
Γ is infinite, and so the algebra L(Γ) is infinite dimensional, as desired. □

Getting back now to our quantum space questions, we have a beginning of answer,
because based on the above, we can formulate the following definition:

Definition 4.10. Given a discrete group Γ, not necessarily abelian, we can construct

its abstract dual G = Γ̂ as a quantum measured space, via the following formula:

L∞(G) = L(Γ)

In the case where Γ happens to be abelian, this quantum space G = Γ̂ is a classical space,
namely the usual Pontrjagin dual of Γ, endowed with its Haar measure.

Let us discuss now the same questions, in the C∗-algebra setting. The situation here
is more complicated than in the von Neumann algebra setting, as follows:

Theorem 4.11. Associated to any discrete group Γ are several group C∗-algebras,

C∗(Γ) → C∗
π(Γ) → C∗

red(Γ)

which are constructed as follows:

(1) C∗(Γ) is the closure of the group algebra C[Γ], with involution g∗ = g−1, with
respect to the maximal C∗-seminorm on this ∗-algebra, which is a C∗-norm.

(2) C∗
red(Γ) is the norm closure of the group algebra C[Γ] in the left regular represen-

tation, on the Hilbert space l2(Γ), given by λ(g)(h) = gh and linearity.
(3) C∗

π(Γ) can be any intermediate C∗-algebra, but for best results, the indexing object
π must be a unitary group representation, satisfying π ⊗ π ⊂ π.

Proof. This is something quite technical, with (2) being very similar to the standard
von Neumann algebra construction, with (1) being something new, with the norm property
there coming from (2), and finally with (3) being an informal statement, that we will
comment on later, once we will know about compact quantum groups. □

When Γ is finite, or abelian, or more generally amenable, all the above group algebras
coincide. In the abelian case, that we are particularly interested in here, we have:

Theorem 4.12. When Γ is abelian all its group C∗-algebras coincide, and we have an
isomorphism as follows, given by a Fourier type transform,

C∗(Γ) ≃ C(G)

where G = Γ̂ is the compact dual of Γ. Moreover, this isomorphism transforms the
standard group algebra trace tr(g) = δg,1 into the Haar integration of G.
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Proof. Since Γ is abelian, any of its group C∗-algebras A = C∗
π(Γ) is commutative.

Thus, we can apply the Gelfand theorem, and we obtain A = C(X), with X = Spec(A).
But the spectrum X = Spec(A), consisting of the characters χ : A→ C, can be identified

by delinearizing with the Pontrjagin dual G = Γ̂, and this gives the results. □

At a more advanced level now, we have the following result:

Theorem 4.13. For a discrete group Γ =< g1, . . . , gN >, the following conditions are
equivalent, and if they are satisfied, we say that Γ is amenable:

(1) The projection map C∗(Γ) → C∗
red(Γ) is an isomorphism.

(2) The morphism ε : C∗(Γ) → C given by g → 1 factorizes through C∗
red(Γ).

(3) We have N ∈ σ(Re(g1 + . . .+ gN)), the spectrum being taken inside C∗
red(Γ).

The amenable groups include all finite groups, and all abelian groups. As a basic example
of a non-amenable group, we have the free group FN , with N ≥ 2.

Proof. There are several things to be proved, the idea being as follows:

(1) The implication (1) =⇒ (2) is trivial, and (2) =⇒ (3) comes from the following
computation, which shows that N −Re(g1 + . . .+ gN) is not invertible inside C∗

red(Γ):

ε[N −Re(g1 + . . .+ gN)] = N −Re[ε(g1) + . . .+ ε(gn)]

= N −N

= 0

As for (3) =⇒ (1), this is something more advanced, that we will not need for the
moment. We will be back to this later, directly in a more general setting.

(2) The fact that any finite group G is amenable is clear, because all the group C∗-
algebras are equal to the usual group ∗-algebra C[G], in this case. As for the case of the
abelian groups, these are all amenable as well, as shown by Theorem 4.12.

(3) It remains to prove that FN with N ≥ 2 is not amenable. By using F2 ⊂ FN , it is
enough to do this at N = 2. So, consider the free group F2 =< g, h >. In order to prove
that F2 is not amenable, we use (1) =⇒ (3). To be more precise, it is enough to show
that 4 is not in the spectrum of the following operator:

T = λ(g) + λ(g−1) + λ(h) + λ(h−1)

This is a sum of four terms, each of them acting via δw → δew, with e being a certain
length one word. Thus if w ̸= 1 has length n then T (δw) is a sum of four Dirac masses,
three of them at words of length n+1 and the remaining one at a length n− 1 word. We
can therefore decompose T as a sum T+ + T−, where T+ adds and T− cuts:

T = T+ + T−

That is, if w ̸= 1 is a word, say beginning with h, then T± act on δw as follows:

T+(δw) = δgw + δg−1w + δhw , T−(δw) = δh−1w
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It follows from definitions that we have T ∗
+ = T−. We can use the following trick:

(T+ + T−)
2 + (i(T+ − T−))

2 = 2(T+T− + T−T+)

Indeed, this gives (T+ + T−)
2 ≤ 2(T+T− + T−T+), and we obtain in this way:

||T ||2 = ||T+ + T−||2 ≤ 2||T+T− + T−T+||

Let w ̸= 1 be a word, say beginning with h. We have then:

T−T+(δw) = T−(δgw + δg−1w + δhw) = 3δw

The action of T−T+ on the remaining vector δ1 is computed as follows:

T−T+(δ1) = T−(δg + δg−1 + δh + δh−1) = 4δ1

Summing up, with P : δw → δ1 being the projection onto Cδ1, we have:

T−T+ = 3 + P

On the other hand we have T+T−(δ1) = T+(0) = 0, so the subspace Cδ1 is invariant
under the operator T+T− + T−T+. We have the following norm estimate:

||T ||2 ≤ 2||T+T− + T−T+|| ≤ 2 ·max {||3 + P ||, ||(T+T− + T−T+)(1− P )||}

The norm of 3 + P is equal to 4, and the other norm is estimated as follows:

||(T+T− + T−T+)(1− P )|| ≤ ||T+T−||+ ||(3 + P )(1− P )||
= ||T−T+||+ 3

= 7

Thus we have ||T || ≤
√
14 < 4, and this finishes the proof. □

Nuclearity and exactness of C∗-algebras. Many things can be said here.

4d. Simplicity, factoriality

In order to prove simplicity and factoriality results, we will need:

Theorem 4.14 (Dixmier). Let (A, tr) be a C∗-algebra with a faithful trace. If there
is ε > 0 such that for a = a∗ with tr(a) = 0 there are unitaries u1, u2, . . . , un with∣∣∣∣∣

∣∣∣∣∣ 1n∑
k

ukau
∗
k

∣∣∣∣∣
∣∣∣∣∣ ≤ (1− ε)||a||

then A is simple, meaning that it has no non-trivial ideal, and its trace is unique.
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Proof. This is something very standard, the idea being as follows:

(1) We know that we have an inequality of type ||a′|| ≤ (1− ε)||a||. But the element
a′ is also self-adjoint, has trace 0, and its norm is smaller than the norm of a. Thus we
can average a′ too, and we get an inequality of the following type:

||a′′|| ≤ (1− ε)||a′||
Thus, we can replace in the statement the number (1 − ε) by the smaller number

(1− ε)2. By making this replacement enough times, we conclude that for any ε > 0 and
any a = a∗ with tr(a) = 0 there are unitaries u1, u2, . . . , un such that:∣∣∣∣∣

∣∣∣∣∣ 1n∑
k

ukau
∗
k

∣∣∣∣∣
∣∣∣∣∣ ≤ ε||a||

Let I be an ideal, and choose a nonzero b ∈ I. We make the following replacement:

b→ b∗b

tr(b∗b)

Then our new element b ∈ I is self-adjoint, and has trace one. Thus the above
inequality applies to a = 1− b, and gives the following estimate:∣∣∣∣∣

∣∣∣∣∣1− 1

n

∑
k

ukbu
∗
k

∣∣∣∣∣
∣∣∣∣∣ ≤ ε||1− b||

But with ε small enough this gives ||1− b|| < 1, so the element b′ must be invertible.
Since from b′ ∈ I we get I = A, this ends the proof of first assertion.

(2) In order to prove now the second assertion, let φ be another trace, and let a be as
above. By using the trace property of φ and tr, we have:

(φ− tr)

(
1

n

∑
k

ukau
∗
k

)
= φ(a)− tr(a)

With ε small, we get by continuity that φ− tr vanishes on a. Now observe that this
is true under our assumptions a = a∗ and tr(a) = 0, but by linearity we can suppress
the tr(a) = 0 assumption, and by using the standard a = b + ic decomposition, with b, c
self-adjoints, we can suppress the a = a∗ assumption too. Thus φ = tr, as claimed. □

In fact the Dixmier property is a bit more complicated. A pair (A, tr) has it when for
any a various averages of type a′ get as close as needed to scalar multiples of 1. In other
words, the number ε is not the same for all elements a. This can be stated as follows:

conv
{
uau∗

∣∣∣u ∈ U(A)
}
∩ C1 ̸= ∅

The same argument as in the above proof shows that this general form of the Dixmier
property implies simplicity, plus uniqueness of the trace as a bonus. Moreover, it is known
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that the converse holds. Thus when trying to prove that C∗
red(F2) is simple, which is an

a priori quite abstract problem, the thing to do, which is both down-to-earth and not
supposed to fail, is to consider averages a→ a′ and to estimate their norms.

Back now to C∗
red(F2), we have a lot of unitaries g ∈ F2 which can be used for making

averages. We want to estimate norms of elements of following type, with zg = zg−1 :

a′ =
1

n

∑
i

gi

(∑
g ̸=1

zgg

)
g−1
i

Now observe that computing scalar products of type < a′x, x >, with the vector
x ∈ l2(G) written in terms of the standard orthonormal basis, is a matter of describing
how various products of group elements multiply up to 1 or not. In other words, our
problem can be delinearized, and is in fact a problem about multiplication in F2.

We need to find the relevant combinatorial property of F2, and then the Dixmier type
estimate will follow by translating everything in terms of l2(F2). We have here:

Proposition 4.15 (de la Harpe). For any finite subset S ⊂ F2−{1} there is a certain
partition

F2 = D ⊔ E
and three elements g1, g2, g3 such that SD ∩D = ∅ and giE ∩ gjE = ∅ for i ̸= j.

Proof. This is something quite straightforward, as follows:

(1) We write F2 =< h, c >. For any f ∈ F2 − {1} consider the words cmfc−m with m
big. There are two cases. Either f = cs and all these words are equal to cs, or f contains
at least one h, in which case this h won’t be affected by simplification of cmfc−m. Thus
when simplifying h stays in the middle, and for m big this word will begin with a positive
power of c and end with a negative power of c. The conclusion is that in both cases for
big m the word cmfc−m begins and ends with a power of c. This is true for any f ̸= 1,
and since S is finite we can take m big enough as to work for all its elements.

(2) In other words, we choose a number m such that cmfc−m begins and ends with a
power of c for any f ∈ S. Let D be the set of words which begin with c−m. Let E to be
the rest of F2. For i = 1, 2, 3 define gi = hicm. We claim that this works.

(3) Indeed, the set giE is formed by elements of type hicme with e ∈ E. Since e is
known to begin with something different from c−m, there is no simplification at left when
making the product hicme, in the sense that the reduced word begins with hi. This i
value distinguishes the sets giE. In other words, we have giE ∩ gjE = ∅ for i ̸= j.

(4) Consider an element of SD∩D. This is at the same time of form fc−mhα . . . with
f ∈ F and of form c−mhβ . . . Thus we have an equality of type cmfc−mhα . . . = hβ . . . But
cmfc−m is known to begin and to end with a power of c, and this shows first that there is
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no simplification in cmfc−mhα . . . and second that cmfc−mhα . . . begins with a power of
c. But this is a contradiction, and the proof of the result is now complete. □

By combining now the above ingredients, we are led to:

Theorem 4.16 (Powers). C∗
red(F2) is simple and has unique trace.

Proof. Let A = C∗
red(F2) and consider the faithful trace tr(a) =< δ1, aδ1 >. We use

the Dixmier property. It is enough to prove that for a = a∗ with tr(a) = 0 there are
unitaries u1, u2, u3 giving the following estimate:∣∣∣∣∣

∣∣∣∣∣13∑
i

uiau
∗
i

∣∣∣∣∣
∣∣∣∣∣ ≤ 0.98||a||

It is enough to do this for a in the dense ∗-subalgebra C[F2]. So, let us write:

a =
∑

zgg

We know that tr(a) is equal to the number z1, so this number z1 is 0. Consider now
the support of a, given as usual by the following formula:

S(a) =
{
g ∈ F2

∣∣∣zg ̸= 0
}

This is a finite subset of F2 not containing 1, so we can apply the above result, and
we obtain a certain partition F2 = D ⊔ E, and certain elements g1, g2, g3. The partition
condition F2 = D ⊔ E translates into a direct sum decomposition, as follows:

l2(F2) = l2(D)⊕ l2(E)

Thus the orthogonal projections p and q onto the subspaces l2(D) and l2(E) are
orthogonal, and sum up to the identity:

p ⊥ q p+ q = 1

Now observe that S(a)D ∩D = ∅ translates into the following equality:

pap = 0

With ui = gi, the orthogonal projection onto l2(giE) is uiqu
∗
i . The last condition

giE ∩ gjE = ∅ for i ̸= j says that projections uiqu
∗
i are pairwise orthogonal:

uiqu
∗
i ⊥ ujqu

∗
j

By linearity we can assume ||a|| = 1. Now let ξ be a norm one vector. We want to
estimate the products < uiau

∗
i ξ, ξ >. The projections uiqu

∗
i being orthogonal, at least

one of them, say the one corresponding to i = 1, projects ξ to a vector of norm ≤ 1/3:

||u1qu∗1ξ|| ≤
1

3
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With ξ1 = u∗1ξ we have ||qξ1||2 ≤ 1/3, and it follows that we have:

||pξ1||2 ≥
2

3
, ||paqξ1||2 ≤

1

3
On the other hand from pap = 0 and p+ q = 1 we get:

pa = paq

But this latter formula gives the following estimate:

||aξ1 − ξ1|| ≥ ||paξ1 − pξ1|| ≥ ||pξ1|| − ||paqξ1|| ≥
√
2− 1√
3

= δ1 > 0

We can estimate in this way the scalar product < aξ1, ξ1 >, and we get:

< aξ1, ξ1 >=
1

2

(
||aξ1||2 + ||ξ1||2 − ||aξ1 − ξ1||2

)
≤ 2− δ21

2
= δ2 < 1

We have all ingredients for doing a final estimate, as follows:

< bξ, ξ >≤ 1

3

(
< aξ1, ξ1 > +

3∑
i=2

||uiau∗i || · ||ξ1||

)
≤ δ2 + 2

3
= δ3 < 1

Replacing a→ −a gives the same estimate for − < bξ, ξ > and we are done. □

4e. Exercises

Exercises:

Exercise 4.17.

Exercise 4.18.

Exercise 4.19.

Exercise 4.20.

Exercise 4.21.

Exercise 4.22.

Exercise 4.23.

Exercise 4.24.

Bonus exercise.



Part II

Quantum spaces



Acid green, aquamarine
The girls are dancing in the sand

And I throw my cellular device in the water
Can you reach me? No, you can’t



CHAPTER 5

Finite spaces

5a. Finite spaces

Welcome to quantum spaces. Let us start this preliminary chapter on them with some
philosophy, a bit a la Heisenberg. Based on what we know, we can formulate:

Definition 5.1. Given a von Neumann algebra A ⊂ B(H), we write

A = L∞(X)

and call X a quantum measured space.

As an example here, for the simplest noncommutative von Neumann algebra that we
know, namely the usual matrix algebra A = MN(C), the formula that we want to write
is as follows, with MN being a certain mysterious quantum space:

MN(C) = L∞(MN)

So, what can we say about this spaceMN? As a first observation, this is a finite space,
with its cardinality being defined and computed as follows:

|MN | = dimCMN(C) = N2

Now since this is the same as the cardinality of the set {1, . . . , N2}, we are led to the
conclusion that we should have a twisting result as follows, with the twisting operation
X → Xσ being something that destroys the points, but keeps the cardinality:

MN = {1, . . . , N2}σ

From an analytic viewpoint now, we would like to understand what is the integration
over MN , giving rise to the corresponding L∞ functions. And here, we can set:∫

MN

A = tr(A)

To be more precise, on the left we have the integral of an arbitrary function on MN ,
which according to our conventions, should be a usual matrix:

A ∈ L∞(MN) =MN(C)

As for the quantity on the right, the outcome of the computation, this can only be the
trace of A. In addition, it is better to choose this trace to be normalized, by tr(1) = 1,

83
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and this in order for our measure on MN to have mass 1, as it is ideal:

tr(A) =
1

N
Tr(A)

We can say even more about this. Indeed, since the traces of positive matrices are
positive, we are led to the following formula, to be taken with the above conventions,
which shows that the measure on MN that we constructed is a probability measure:

A > 0 =⇒
∫
MN

A > 0

Before going further, let us record what we found, for future reference:

Theorem 5.2. The quantum measured space MN formally given by

MN(C) = L∞(MN)

has cardinality N2, appears as a twist, in a purely algebraic sense,

MN = {1, . . . , N2}σ

and is a probability space, its uniform integration being given by∫
MN

A = tr(A)

where at right we have the normalized trace of matrices, tr = Tr/N .

Proof. This is something half-informal, mostly for fun, which basically follows from
the above discussion, the details and missing details being as follows:

(1) In what regards the formula |MN | = N2, coming by computing the complex vector
space dimension, as explained above, this is obviously something rock-solid.

(2) Regarding twisting, we would like to have a formula as follows, with the operation
A→ Aσ being something that destroys the commutativity of the multiplication:

L∞(MN) = L∞(1, . . . , N2)σ

In more familiar terms, with usual complex matrices on the left, and with a better-
looking product of sets being used on the right, this formula reads:

MN(C) = L∞
(
{1, . . . , N} × {1, . . . , N}

)σ
In order to establish this formula, consider the algebra on the right. As a complex

vector space, this algebra has the standard basis {fij} formed by the Dirac masses at the
points (i, j), and the multiplicative structure of this algebra is given by:

fijfkl = δij,kl



5A. FINITE SPACES 85

Now let us twist this multiplication, according to the formula eijekl = δjkeil. We obtain
in this way the usual combination formulae for the standard matrix units eij : ej → ei of
the algebra MN(C), and so we have our twisting result, as claimed.

(3) In what regards the integration formula in the statement, with the conclusion
that the underlying measure on MN is a probability one, this is something that we fully
explained before, and as for the result (1) above, it is something rock-solid.

(4) As a last technical comment, observe that the twisting operation performed in
(2) destroys both the involution, and the trace of the algebra. This is something quite
interesting, which cannot be fixed, and we will back to it, later on. □

In order to advance now, based on the above result, the key point there is the con-
struction and interpretation of the trace tr : MN(C) → C, as an integration functional.
But this leads us into the following natural, and quite puzzling question:

Question 5.3. In the general context of Definition 5.1, where we formally wrote
A = L∞(X), what is the underlying integration functional tr : A→ C?

This is a quite subtle question, and there are several possible answers here. For
instance, we would like the integration functional to have the following property:

tr(ab) = tr(ba)

And the problem is that certain von Neumann algebras do not possess such traces.
This is actually something quite advanced, that we do not know yet, but by anticipating
a bit, we are in trouble, and we must modify Definition 5.1, as follows:

Definition 5.4 (update). Given a von Neumann algebra A ⊂ B(H), coming with a
faithful positive unital trace tr : A→ C, we write

A = L∞(X)

and call X a quantum probability space. We also write the trace as tr =
∫
X
, and call it

integration with respect to the uniform measure on X.

At the level of examples, passed the classical probability spaces X, we know from
Theorem 5.2 that the quantum space MN is a finite quantum probability space. But this
raises the question of understanding what the finite quantum probability spaces are, in
general. And the result here, extending what we know from chapter 2, is as follows:

Theorem 5.5. The finite dimensional von Neumann algebras A ⊂ B(H) over an
arbitrary Hilbert space H are exactly the direct sums of matrix algebras,

A =Mn1(C)⊕ . . .⊕Mnk
(C)

embedded into B(H) by using a partition of unity of B(H) with rank 1 projections

1 = P1 + . . .+ Pk

with the “factors” Mni
(C) being each embedded into the algebra PiB(H)Pi.
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Proof. This is standard, as in the case A ⊂MN(C). Consider the center of A, which
is a finite dimensional commutative von Neumann algebra, of the following form:

Z(A) = Ck

Now let Pi be the Dirac mass at i ∈ {1, . . . , k}. Then Pi ∈ B(H) is an orthogonal
projection, and these projections form a partition of unity, as follows:

1 = P1 + . . .+ Pk

With Ai = PiAPi, we have then a non-unital ∗-algebra decomposition, as follows:

A = A1 ⊕ . . .⊕ Ak

On the other hand, it follows from the minimality of each of the projections Pi ∈ Z(A)
that we have unital ∗-algebra isomorphisms Ai ≃Mni

(C), and this gives the result. □

In order now to finish, we must solve the following equation:

L∞(X) =Mn1(C)⊕ . . .⊕Mnk
(C)

But since the direct unions of sets correspond to direct sums at the level of the asso-
ciated algebras of functions, in the classical case, we can take the following formula as a
definition for a direct union of sets, in the general, noncommutative case:

L∞(X1 ⊔ . . . ⊔Xk) = L∞(X1)⊕ . . .⊕ L∞(Xk)

With this, and by remembering the definition ofMN , we are led to the conclusion that
the solution to our quantum measured space equation above is as follows:

X =Mn1 ⊔ . . . ⊔Mnk

For fully solving our problem, in the spirit of the new Definition 5.4, we still have to
discuss the traces on L∞(X). We are led in this way to the following statement:

Theorem 5.6. The finite quantum measured spaces are the spaces

X =Mn1 ⊔ . . . ⊔Mnk

according to the following formula, for the associated algebras of functions:

L∞(X) =Mn1(C)⊕ . . .⊕Mnk
(C)

The cardinality |X| of such a space is the following number,

N = n2
1 + . . .+ n2

k

and the possible traces are as follows, with λi > 0 summing up to 1:

tr = λ1tr1 ⊕ . . .⊕ λktrk

Among these traces, we have the canonical trace, appearing as

tr : L∞(X) ⊂ L(L∞(X)) → C
via the left regular representation, having weights λi = n2

i /N .
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Proof. We have many assertions here, basically coming from the above discussion,
with only the last one needing some explanations. Consider the left regular representation
of our algebra A = L∞(X), which is given by the following formula:

π : A ⊂ L(A) , π(a) : b→ ab

We know that the algebra L(A) of linear operators T : A → A is isomorphic to a
matrix algebra, and more specifically to MN(C), with N = |X| being as before:

L(A) ≃MN(C)

Thus, this algebra has a trace tr : L(A) → C, and by composing this trace with the
representation π, we obtain a certain trace tr : A→ C, that we can call “canonical”:

tr : A ⊂ L(A) → C

We can compute the weights of this trace by using a multimatrix basis of A, formed
by matrix units eiab, with i ∈ {1, . . . , k} and with a, b ∈ {1, . . . , ni}, and we obtain:

λi =
n2
i

N

Thus, we are led to the conclusion in the statement. □

We will be back to quantum spaces on several occasions, in what follows. In fact, the
present book is as much on operator algebras as it is on quantum spaces, and this because
these two points of view are both useful, and complementary to each other.

5b. Quantum graphs

Time now to do some fancy quantum graph work, by adding some edges to the finite
quantum spaces X constructed above. We have indeed the following straightforward
extension of the usual notion of finite graph, obtained by using a finite quantum space X
as set of vertices, and something quite general as adjacency matrix:

Definition 5.7. We call “finite quantum graph” a pair of type

Z = (X, d)

with X being a finite quantum space, and d ∈MN(C) being a matrix, where N = |X|.

This is of course something quite general and tricky, as we will soon discover, with
our first observations about this notion being as follows:

(1) In the simplest case, that where X = {1, . . . , N} is a usual finite space, what we
have here is a directed graph, with the edges i→ j colored by complex numbers dij ∈ C,
and with self-edges i→ i allowed too, again colored by numbers dii ∈ C.
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(2) In the general case, however, where X is arbitrary, the need for extra conditions
of type d = d∗, or dii = 0, or d ∈MN(R), or d ∈MN(0, 1) and so on, is not very natural,
and it is best to use Definition 5.7 as such, with no restrictions on d.

In general, a quantum graph can be represented as a colored oriented graph on
{1, . . . , N}, where N = |X|, with the vertices being decorated by single indices i, and
with the colors being complex numbers, namely the entries of d. This is similar to the
formalism from before, but there is a discussion here in what regards the exact choice of
the colors, which are usually irrelevant in connection with our symmetry problematics,
and so can be true colors instead of complex numbers. More on this later.

There are many interesting examples of quantum graphs, and some theory too.

5c. Inclusions, diagrams

Another interesting thing that we can do with the finite quantum spaces is to look at
inclusions between them, X ⊂ Y . Which might sound quite trivial, but in practice this
is something quite tricky, and we are led in this way to the notion of Bratteli diagram.

5d. Basic construction

Following Jones, given an inclusion of finite quantum spaces X0 ⊂ X1, we can apply
to it some sort of reflection procedure, called basic construction, as to get a second such
inclusion, X0 ⊂ X1 ⊂ X2. Moreover, we can iterate this construction, and we get a tower
of such finite quantum spaces X0 ⊂ X1 ⊂ X2 ⊂ X3 ⊂ . . . , called Jones tower. Many
interesting things can be said about these Jones towers, and their combinatorics.

5e. Exercises

Exercises:

Exercise 5.8.

Exercise 5.9.

Exercise 5.10.

Exercise 5.11.

Exercise 5.12.

Exercise 5.13.

Exercise 5.14.

Exercise 5.15.

Bonus exercise.



CHAPTER 6

Amenability, again

6a. Products, revised

Products, revised.

6b. Inductive limits

Inductive limits.

6c. Hyperfiniteness

In order to get started, let us formulate the following definition:

Definition 6.1. A von Neumann algebra A ⊂ B(H) is called hyperfinite when it
appears as the weak closure of an increasing limit of finite dimensional algebras:

A =
⋃
i

Ai

w

When A is a II1 factor, we call it hyperfinite II1 factor, and we denote it by R.

As a first observation, there are many hyperfinite von Neumann algebras, for instance
because any finite dimensional von Neumann algebra A = ⊕iMni

(C) is such an algebra,
as one can see simply by taking Ai = A for any i, in the above definition.

Also, given a measured space X, by using a dense sequence of points inside it, we can
write X =

⋃
iXi with Xi ⊂ X being an increasing sequence of finite subspaces, and at

the level of the corresponding algebras of functions this gives a decomposition as follows,
which shows that the algebra A = L∞(X) is hyperfinite, in the above sense:

L∞(X) =
⋃
i

L∞(Xi)
w

The interesting point, however, is that when trying to construct II1 factors which are
hyperfinite, all the possible constructions lead in fact to the same factor, denoted R. This
is an old theorem of Murray and von Neumann, that we will explain now.

In order to get started, we will need a number of technical ingredients. Generally
speaking, out main tool will be the expectation Ei : A → Ai from a hyperfinite von

89
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Neumann algebra A onto its finite dimensional subalgebras Ai ⊂ A, so talking about such
conditional expectations will be our first task. Let us start with:

Proposition 6.2. Given an inclusion of finite von Neumann algebras A ⊂ B, there
is a unique linear map

E : B → A

which is positive, unital, trace-preserving and satisfies the following condition:

E(b1ab2) = b1E(a)b2

This map is called conditional expectation from B onto A.

Proof. We make use of the standard representation of the finite von Neumann alge-
bra B, with respect to its trace tr : B → C, as constructed in chapter 10:

B ⊂ L2(B)

If we denote by Ω the cyclic and separating vector of L2(B), we have an identification
of vector spaces AΩ = L2(A). Consider now the following orthogonal projection:

e : L2(B) → L2(A)

It follows from definitions that we have an inclusion e(BΩ) ⊂ AΩ, and so our projec-
tion e induces by restriction a certain linear map, as follows:

E : B → A

This linear map E and the orthogonal projection e are then related by:

exe = E(x)e

But this shows that the linear map E satisfies the various conditions in the state-
ment, namely positivity, unitality, trace preservation and bimodule property. As for the
uniqueness assertion, this follows by using the same argument, applied backwards, the
idea being that a map E as in the statement must come from the projection e. □

Following Jones [51], who was a heavy user of such expectations, we will be often
interested in what follows in the orthogonal projection e : L2(B) → L2(A) producing the
expectation E : B → A, rather than in E itself. So, let us formulate:

Definition 6.3. Associated to any inclusion of finite von Neumann algebras A ⊂ B,
as above, is the orthogonal projection

e : L2(B) → L2(A)

producing the conditional expectation E : B → A via the following formula:

exe = E(x)e

This projection is called Jones projection for the inclusion A ⊂ B.
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We will heavily use Jones projections later, in the context where both the algebras A,B
are II1 factors, when systematically studying the inclusions of such II1 factors A ⊂ B,
called subfactors. In connection with our present hyperfiniteness questions, the idea,
already mentioned above, will be that of using the conditional expectation Ei : A → Ai

from a hyperfinite von Neumann algebra A onto its finite dimensional subalgebras Ai ⊂ A,
as well as its Jones projection versions ei : L

2(A) → L2(Ai).

Let us start with a technical approximation result, as follows:

Proposition 6.4. Assume that a von Neumann algebra A ⊂ B(H) appears as an
increasing limit of von Neumann subalgebras

A =
⋃
i

Ai

w

and denote by Ei : A→ Ai the corresponding conditional expectations.

(1) We have ||Ei(x)− x|| → 0, for any x ∈ A.
(2) If xi ∈ Ai is a bounded sequence, satisfying xi = Ei(xi+1) for any i, then this

sequence has a norm limit x ∈ A, satisfying xi = Ei(x) for any i.

Proof. Both the assertions are elementary, as follows:

(1) In terms of the Jones projections ei : L
2(A) → L2(Ai) associated to the expec-

tations Ei : A → Ai, the fact that the algebra A appears as the increasing union of its
subalgebras Ai translates into the fact that the ei are increasing, and converging to 1:

ei ↗ 1

But this gives ||Ei(x)− x|| → 0, for any x ∈ A, as desired.

(2) Let {xi} ⊂ A be a sequence as in the statement. Since this sequence was assumed
to be bounded, we can pick a weak limit x ∈ A for it, and we have then, for any i:

Ei(x) = xi

Now by (1) we obtain from this ||x− xn|| → 0, which gives the result. □

We have now all the needed ingredients for formulating a first key result, in connection
with the hyperfinite II1 factors, due to Murray-von Neumann, as follows:

Proposition 6.5. Given an increasing union on matrix algebras, the following con-
struction produces a hyperfinite II1 factor

R =
⋃
ni

Mni
(C)

w

called Murray-von Neumann hyperfinite factor.
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Proof. This basically follows from the above, in two steps, as follows:

(1) The von Neumann algebra R constructed in the statement is hyperfinite by defini-
tion, with the remark here that the trace on it tr : R → C comes as the increasing union
of the traces on the matrix components tr : Mni

(C) → C, and with all the details here
being elementary to check, by using the usual standard form technology.

(2) Thus, it remains to prove that R is a factor. For this purpose, pick an element
belonging to its center, x ∈ Z(R), and consider its expectation on Ai =Mni

(C):
xi = Ei(x)

We have then xi ∈ Z(Ai), and since the matrix algebra Ai = Mni
(C) is a factor, we

deduce from this that this expected value xi ∈ Ai is given by:

xi = tr(xi)1 = tr(x)1

On the other hand, Proposition 6.4 applies, and shows that we have:

||xi − x|| = ||Ei(x)− x|| → 0

Thus our element is a scalar, x = tr(x)1, and so R is a factor, as desired. □

Next, we have the following substantial improvement of the above result, also due to
Murray-von Neumann, which will be our final saying on the subject:

Theorem 6.6. There is a unique hyperfinite II1 factor, called Murray-von Neumann
hyperfinite factor R, which appears as an increasing union on matrix algebras,

R =
⋃
ni

Mni
(C)

w

with the isomorphism class of this union not depending on the exact sizes of the matrix
algebras involved, nor on the particular inclusions between them.

Proof. We already know from Proposition 6.5 that the union in the statement is a
hyperfinite II1 factor, for any choice of the matrix algebras involved, and of the inclusions
between them. Thus, in order to prove the result, it all comes down in proving the
uniqueness of the hyperfinite II1 factor. But this can be proved as follows:

(1) Given a II1 factor A, a von Neumann subalgebra B ⊂ A, and a subset S ⊂ A, let

us write S ⊂ε B when the following condition is satisfied, with ||x||2 =
√
tr(x∗x):

∀x ∈ S,∃y ∈ B, ||x− y||2 ≤ ε

With this convention made, given a II1 factor A, the fact that this factor is hyperfinite
in the sense of Definition 6.1 tells us that for any finite subset S ⊂ A, and any ε > 0, we
can find a finite dimensional von Neumann subalgebra B ⊂ A such that:

S ⊂ε B
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(2) With this observation made, assume that we are given a hyperfinite II1 factor A.
Let us pick a dense sequence {xk} ⊂ A, and let us set:

Sk = {x1, . . . , xk}
By choosing ε = 1/k in the above, we can find, for any k ∈ N, a finite dimensional

von Neumann subalgebra Bk ⊂ A such that the following condition is satisfied:

Sk ⊂1/k Bk

(3) Our first claim is that, by suitably choosing our subalgebra Bk ⊂ A, we can always
assume that this is a matrix algebra, of the following special type:

Bk =M2nk (C)
But this is something which is quite routine, which can be proved by starting with a

finite dimensional subalgebra Bk ⊂ A as above, and then perturbing its set of minimal
projections {ei} into a set of projections {e′i} which are close in norm, and have as traces
multiples of 2n, with n >> 0. Indeed, the algebra B′

k ⊂ A having these new projections
{e′i} as minimal projections will be then arbitrarily close to the algebra Bk, and so will
still contain the subset Sk in the above approximate sense, and due to our trace condition,
will be contained in a subalgebra of type B′′

k ≃M2nk (C), as desired.
(4) Our next claim, whose proof is similar, by using standard perturbation arguments

for the corresponding sets of minimal projections, is that in the above the sequence of
subalgebras {Bk} can be chosen increasing. Thus, up to a rescaling of everything, we can
assume that our sequence of subalgebras {Bk} is as follows:

Bk =M2k(C)
(5) But this finishes the proof. Indeed, according to the above, we have managed to

write our arbitrary hyperfinite II1 factor A as a weak limit of the following type:

A =
⋃
k

M2k(C)
w

Thus we have uniqueness indeed, and our result is proved. □

The above result is something quite fundamental, and adds to a series of similar results,
or rather philosophical conclusions, which are quite surprising, as follows:

(1) We have seen early on in this book that, up to isomorphism, there is only one
Hilbert to be studied, namely the infinite dimensional separable Hilbert space, which can
be taken to be, according to knowledge and taste, either H = L2(R), or H = l2(N).

(2) Regarding now the study of the operator algebras A ⊂ B(H) over this unique
Hilbert space, another somewhat surprising conclusion, from the above, is that we won’t
miss much by assuming that A =MN(L

∞(X)) is a random matrix algebra.
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(3) And now, guess what, what we just found is that when trying to get beyond
random matrices, and what can be done with them, we are led to yet another unique von
Neumann algebra, namely the above Murray-von Neumann hyperfinite II1 factor R.

(4) And for things to be complete, we will see later that when getting beyond type
II1, things won’t change, because the other types of hyperfinite factors, not necessarily of
type II1, can be all shown to ultimately come from R, via various constructions.

All this is certainly quite interesting, philosophically speaking. All in all, always the
same conclusion, no need to go far to get to interesting algebras and questions: these
interesting algebras and questions are just there, the most obvious ones.

Now back to more concrete things, one question is about how to best think of R, with
Theorem 6.6 as stated not providing us with an answer. To be more precise, we would
like to know what is the “best model” for R, that is, what exact matrix algebras should
we use in practice, and with which inclusions between them. And here, a look at the
proof of Theorem 6.6 suggests that the “best writing” of R is as follows:

R =
⋃
k

M2k(C)
w

And we can in fact do even better, by observing that the inclusions between matrix
algebras of size 2k appear via tensor products, and formulating things as follows:

Proposition 6.7. The hyperfinite II1 factor R appears as

R =
⊗
r∈N

M2(C)
w

with the infinite tensor product being defined as an inductive limit, in the obvious way.

Proof. This follows from the above discussion, and with the remark that there is a
binary choice there, of left/right type, to be made when constructing the inductive limit.
And we prefer here not to make any choice, and leave things like this, because the best
choice here always depends on the precise applications that you have in mind. □

Along the same lines, we can ask as well for precise group algebra models for the
hyperfinite II1 factor, R = L(Γ), and the canonical choice here is as follows:

Proposition 6.8. The hyperfinite II1 factor R appears as

R = L(S∞)

with S∞ =
⋃

r∈N Sr being the infinite symmetric group.
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Proof. Consider indeed the infinite symmetric group S∞, which is by definition the
group of permutations of {1, 2, 3, . . .} having finite support. Since such an infinite permu-
tation with finite support must appear by extending a certain finite permutation σ ∈ Sr,
with fixed points outside {1, . . . , r}, we have then, as stated:

S∞ =
⋃
r∈N

Sr

But this shows that the von Neumann algebra L(S∞) is hyperfinite. On the other
hand S∞ has the ICC property, and so L(S∞) is a II1 factor. Thus, L(S∞) = R. □

There are of course some more things that can be said here, because other groups
of the same type as S∞, namely appearing as increasing limits of finite subgroups, and
having the ICC property, will produce as well the hyperfinite factor, L(Γ) = R, and so
there is some group theory to be done here, in order to fully understand such groups.

However, we prefer to defer the discussion for later, after learning about amenability,
which will lead to a substantial update of our theory, making such things obsolete.

As an interesting consequence of all this, however, let us formulate:

Proposition 6.9. Given two groups Γ,Γ′, each having the ICC property, and each
appearing as an increasing union of finite subgroups, we have

L(Γ) ≃ L(Γ′)

while the corresponding group algebras might not be isomorphic, C[Γ] ̸= C[Γ′].

Proof. Here the first assertion follows from the above discusssion, the von Neumann
algebra in question being the hyperfinite II1 factor R. As for the last assertion, there are
countless counterexamples here, all coming from basic group theory. □

The point with the above result is that the isomorphisms of type L(Γ) ≃ L(Γ′) are
in general impossible to prove with bare hands. Thus, we can see here the power of the
Murray-von Neumann results. And we can also see the magic of the weak topology, which
by some kind of miracle, makes everyone equal in the end.

6d. Amenability

The hyperfinite II1 factor R, which is a quite fascinating object, was heavily investi-
gated by Murray-von Neumann, and then by Connes. There are many things that can be
said about it, which all interesting, but are usually quite technical as well.

As a central result here, in what regards advanced hyperfiniteness theory, we have the
following theorem of Connes, whose proof is something remarkably heavy, and which is
arguably the deepest result in operator algebra related functional analysis:



96 6. AMENABILITY, AGAIN

Theorem 6.10. For a finite von Neumann algebra A, the following are equivalent:

(1) A is hyperfinite in the usual sense, namely it appears as the weak closure of an
increasing limit of finite dimensional algebras:

A =
⋃
i

Ai

w

(2) A amenable, in the sense that the standard inclusion A ⊂ B(H), with H = L2(A),
admits a conditional expectation E : B(H) → A.

Proof. This result, due to Connes, is something fairly heavy, that only a handful of
people have really managed to understand, the idea being as follows:

(1) =⇒ (2) Assuming that the algebra A is hyperfinite, let us write it as the weak
closure of an increasing limit of finite dimensional subalgebras:

A =
⋃
i

Ai

w

Consider the inclusion A ⊂ B(H), with H = L2(A). In order to construct an expec-
tation E : B(H) → A, let us pick an ultrafilter ω on N. Given T ∈ B(H), we can define
the following quantity, with µi being the Haar measure on the unitary group U(Ai):

ψ(T ) = lim
i→ω

∫
U(Ai)

UTU∗ dµi(U)

With this construction made, by using now the standard involution J : H → H, given
by the formula T → T ∗, we can further define a map as follows:

E : B(H) → A , E(T ) = Jψ(T )J

But this is the expectation that we are looking for, with its left and right invariance
properties coming from the left and right invariance of each Haar measure µi.

(2) =⇒ (1) This is something heavy, using lots of advanced functional analysis, and
for details here, we refer to Connes’ original paper. □

So, this was for the story with Theorem 6.10, very simplified as to fit here in 1 page.
Of course, do not hesitate to get tp the original paper of Connes, and learn things from
there in detail, all this is first-class functional analysis, definitely worth learning.

We should also mention, in relation with this, that Connes’ results, from his original
paper, besides proving the above implication (2) =⇒ (1), provide also a considerable
extension of Theorem 6.10, with a number of further equivalent formulations of the notion
of amenability, which are a bit more technical, but all good to know.

The story here, still a bit simplified, is as follows:
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Fact 6.11 (Connes). For a finite von Neumann algebra A, the following conditions
are in fact equivalent:

(1) A is hyperfinite, in the sense that it appears as the weak closure of an increasing
limit of finite dimensional algebras:

A =
⋃
i

Ai

w

(2) A amenable, in the sense that the standard inclusion A ⊂ B(H), with H = L2(A),
admits a conditional expectation:

E : B(H) → A

(3) There exist unit vectors ξn ∈ L2(A)⊗ L2(A) such that, for any x ∈ A:

||xξn − ξnx||2 → 0 , < xξn, ξn >→ tr(x)

(4) For any x1, . . . , xk ∈ A and y1, . . . , yk ∈ A we have:∣∣∣∣∣tr
(∑

i

xiyi

)∣∣∣∣∣ ≤
∣∣∣∣∣
∣∣∣∣∣∑

i

xi ⊗ yoppi

∣∣∣∣∣
∣∣∣∣∣
min

Again, this is something technical and advanced, that we won’t get into, in this book.
Let us mention however that the idea with all this is as follows:

(1) =⇒ (2) is elementary, as explained above.

(2) =⇒ (3) can be proved by using an inequality due to Powers-Størmer.

(3) =⇒ (4) is something quite technical, but doable as well.

(4) =⇒ (2) is again something technical, but doable as well.

(2) =⇒ (1) is, as before in Theorem 6.10, the difficult implication.

Regarding the difficult implication, (2) =⇒ (1), the difficulty here comes of course
from the fact that, no matter what beautiful abstract functional analysis things you know
about A, at some point you will have to get to work, and construct that finite dimensional
subalgebras Ai ⊂ A, and it is not even clear where to start from. For a solution to this
problem, and for more, we refer to Connes’s article, and also to his book [19].

Getting back now to more everyday mathematics, the above results as stated remain
something quite abstract, and advanced, and understanding their concrete implications
will be our next task. In the case of the II1 factors, we have the following result:

Theorem 6.12. For a II1 factor R, the following are equivalent:

(1) R amenable, in the sense that we have an expectation, as follows:

E : B(L2(R)) → R

(2) R is the Murray-von Neumann hyperfinite II1 factor.
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Proof. This follows indeed from Theorem 6.10, when coupled with the Murray-von
Neumann uniqueness result for the hyperfinite II1 factor, from Theorem 6.6. □

As another application, getting back now to the general case, that of the finite von
Neumann algebras, from Theorem 6.10 as stated, a first question is about how all this
applies to the group von Neumann algebras, and more generally to the quantum group
von Neumann algebras L(Γ). In order to discuss this, let us start with the case of the
usual discrete groups Γ. We will need the following result, which is standard:

Theorem 6.13. For a discrete group Γ, the following two conditions are equivalent,
and if they are satisfied, we say that Γ is amenable:

(1) Γ admits an invariant mean m : l∞(Γ) → C.
(2) The projection map C∗(Γ) → C∗

red(Γ) is an isomorphism.

Moreover, the class of amenable groups contains all the finite groups, all the abelian groups,
and is stable under taking subgroups, quotients and products.

Proof. This is something very standard, the idea being as follows:

(1) The equivalence (1) ⇐⇒ (2) is standard, with the amenability conditions (1,2)
being in fact part of a much longer list of amenability conditions, including well-known
criteria of Følner, Kesten and others. We will be back to this, with details, in a moment,
directly in a more general setting, that of the discrete quantum groups.

(2) As for the last assertion, regarding the finite groups, the abelian groups, and
then the stability under taking subgroups, quotients and products, this is something
elementary, which follows by using either of the above definitions of the amenability. □

Getting back now to operator algebras, we can complement Theorem 6.10 with:

Theorem 6.14. For a group von Neumann algebra A = L(Γ), the following conditions
are equivalent:

(1) A is hyperfinite.
(2) A amenable.
(3) Γ is amenable.

Proof. The group von Neumann algebras A = L(Γ) being by definition finite, Theo-
rem 6.10 applies, and gives the equivalence (1) ⇐⇒ (2). Thus, it remains to prove that
we have (2) ⇐⇒ (3), and we can prove this as follows:

(2) =⇒ (3) This is something clear, because if we assume that A = L(Γ) is amenable,
we have by definition a conditional expectation E : B(L2(A)) → A, and the restriction of
this conditional expectation is the desired invariant mean m : l∞(Γ) → C.

(3) =⇒ (2) Assume that we are given a discrete amenable group Γ. In view of
Theorem 6.13, this means that Γ has an invariant mean, as follows:

m : l∞(Γ) → C
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Consider now the Hilbert space H = l2(Γ), and for any operator T ∈ B(H) consider
the following map, which is a bounded sesquilinear form:

φT : H ×H → C
(ξ, η) → m

[
γ →< ργTρ

∗
γξ, η >

]
By using the Riesz representation theorem, we conclude that there exists a certain

operator E(T ) ∈ B(H), such that the following holds, for any two vectors ξ, η:

φT (ξ, η) =< E(T )ξ, η >

Summarizing, to any operator T ∈ B(H) we have associated another operator, denoted
E(T ) ∈ B(H), such that the following formula holds, for any two vectors ξ, η:

< E(T )ξ, η >= m
[
γ →< ργTρ

∗
γξ, η >

]
In order to prove now that this linear map E is the desired expectation, observe that

for any group element g ∈ Γ, and any two vectors ξ, η ∈ H, we have:

< ρgE(T )ρ
∗
gξ, η > = < E(T )ρ∗gξ, ρ

∗
gη >

= m
[
γ →< ργTρ

∗
γρ

∗
gξ, ρ

∗
gη >

]
= m

[
γ →< ρgγTρ

∗
gγξ, η >

]
= m

[
γ →< ργTρ

∗
γξ, η >

]
= < E(T )ξ, η >

Since this is valid for any ξ, η ∈ H, we conclude that we have, for any g ∈ Γ:

ρgE(T )ρ
∗
g = E(T )

But this shows that the element E(T ) ∈ B(H) is in the commutant of the right regular
representation of Γ, and so belongs to the left regular group algebra of Γ:

E(T ) ∈ L(Γ)

Summarizing, we have constructed a certain linear map E : B(H) → L(Γ). Now by
using the above explicit formula of it, in terms of m : l∞(Γ) → C, which was assumed to
be an invariant mean, we conclude that E is indeed an expectation, as desired. □

As a very concrete application of all this technology, in relation now with the discrete
group algebras which are II1 factors, the results that we have lead to:

Theorem 6.15. For a discrete group Γ, the following conditions are equivalent:

(1) Γ is amenable, and has the ICC property.
(2) A = L(Γ) is the hyperfinite II1 factor R.

Proof. This follows indeed from Theorem 6.14, coupled with the standard fact, that
we know well from chapter 4, that a group algebra A = L(Γ) is a factor, and so a II1
factor, precisely when the group Γ has the ICC property. □
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6e. Exercises

Exercises:

Exercise 6.16.

Exercise 6.17.

Exercise 6.18.

Exercise 6.19.

Exercise 6.20.

Exercise 6.21.

Exercise 6.22.

Exercise 6.23.

Bonus exercise.



CHAPTER 7

Spheres, revised

7a. Quantum groups

In order to better understand the structure of SN−1
R,+ , SN−1

C,+ , we need to talk about free
rotations. Following Woronowicz [99], let us start with:

Definition 7.1. A Woronowicz algebra is a C∗-algebra A, given with a unitary matrix
u ∈MN(A) whose coefficients generate A, such that the formulae

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = u∗ji

define morphisms of C∗-algebras as follows,

∆ : A→ A⊗ A , ε : A→ C , S : A→ Aopp

called comultiplication, counit and antipode.

Obviously, this is something tricky, and we will see details in a moment, the idea being
that these are the axioms which best fit with what we want to do, in this book. Let us
also mention, technically, that ⊗ in the above can be any topological tensor product, and
with the choice of ⊗ being irrelevant, but more on this later. Also, Aopp is the opposite
algebra, with multiplication a · b = ba, and more on this later too.

We say that A is cocommutative when Σ∆ = ∆, where Σ(a ⊗ b) = b ⊗ a is the flip.
With this convention, we have the following key result, from Woronowicz [99]:

Proposition 7.2. The following are Woronowicz algebras:

(1) C(G), with G ⊂ UN compact Lie group. Here the structural maps are:

∆(φ) = (g, h) → φ(gh) , ε(φ) = φ(1) , S(φ) = g → φ(g−1)

(2) C∗(Γ), with FN → Γ finitely generated group. Here the structural maps are:

∆(g) = g ⊗ g , ε(g) = 1 , S(g) = g−1

Moreover, we obtain in this way all the commutative/cocommutative algebras.

Proof. This is something very standard, the idea being as follows:

101
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(1) Given G ⊂ UN , we can set A = C(G), which is a Woronowicz algebra, together
with the matrix u = (uij) formed by coordinates of G, given by:

g =

u11(g) . . . u1N(g)
...

...
uN1(g) . . . uNN(g)


Conversely, if (A, u) is a commutative Woronowicz algebra, by using the Gelfand

theorem we can write A = C(X), with X being a certain compact space. The coordinates
uij give then an embedding X ⊂ MN(C), and since the matrix u = (uij) is unitary we
actually obtain an embedding X ⊂ UN , and finally by using the maps ∆, ε, S we conclude
that our compact subspace X ⊂ UN is in fact a compact Lie group, as desired.

(2) Consider a finitely generated group FN → Γ. We can set A = C∗(Γ), which is
by definition the completion of the complex group algebra C[Γ], with involution given by
g∗ = g−1, for any g ∈ Γ, with respect to the biggest C∗-norm, and we obtain a Woronowicz
algebra, together with the diagonal matrix formed by the generators of Γ:

u =

g1 0
. . .

0 gN


Conversely, if (A, u) is a cocommutative Woronowicz algebra, the Peter-Weyl theory

of Woronowicz, to be explained below, shows that the irreducible corepresentations of A
are all 1-dimensional, and form a group Γ, and so we have A = C∗(Γ), as desired. Thus,
theorem proved, modulo a representation theory discussion, to come soon. □

In general now, the structural maps ∆, ε, S have the following properties:

Proposition 7.3. Let (A, u) be a Woronowicz algebra.

(1) ∆, ε satisfy the usual axioms for a comultiplication and a counit, namely:

(∆⊗ id)∆ = (id⊗∆)∆

(ε⊗ id)∆ = (id⊗ ε)∆ = id

(2) S satisfies the antipode axiom, on the ∗-subalgebra generated by entries of u:

m(S ⊗ id)∆ = m(id⊗ S)∆ = ε(.)1

(3) In addition, the square of the antipode is the identity, S2 = id.

Proof. Observe first that the result holds in the case where A is commutative. In-
deed, by using Proposition 7.2 (1) we can write:

∆ = mt , ε = ut , S = it
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The 3 conditions in the statement come then by transposition from the basic 3 group
theory conditions satisfied by m,u, i, which are as follows, with δ(g) = (g, g):

m(m× id) = m(id×m)

m(id× u) = m(u× id) = id

m(id× i)δ = m(i× id)δ = 1

Observe also that the result holds as well in the case where A is cocommutative, by
using Proposition 7.2 (1). In the general case now, the proof goes as follows:

(1) We have the following computation:

(∆⊗ id)∆(uij) =
∑
l

∆(uil)⊗ ulj =
∑
kl

uik ⊗ ukl ⊗ ulj

We have as well the following computation, which gives the first formula:

(id⊗∆)∆(uij) =
∑
k

uik ⊗∆(ukj) =
∑
kl

uik ⊗ ukl ⊗ ulj

On the other hand, we have the following computation:

(id⊗ ε)∆(uij) =
∑
k

uik ⊗ ε(ukj) = uij

We have as well the following computation, which gives the second formula:

(ε⊗ id)∆(uij) =
∑
k

ε(uik)⊗ ukj = uij

(2) By using the fact that the matrix u = (uij) is unitary, we obtain:

m(id⊗ S)∆(uij) =
∑
k

uikS(ukj)

=
∑
k

uiku
∗
jk

= (uu∗)ij

= δij

We have as well the following computation, which gives the result:

m(S ⊗ id)∆(uij) =
∑
k

S(uik)ukj

=
∑
k

u∗kiukj

= (u∗u)ij

= δij

(3) Finally, the formula S2 = id holds as well on generators, and so in general too. □
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Let us record as well the following technical result:

Proposition 7.4. Given a Woronowicz algebra (A, u), we have ut = ū−1, so u is
biunitary, in the sense that it is unitary, with unitary transpose.

Proof. We have the following computation, based on the fact that u is unitary:

(uu∗)ij = δij =⇒
∑
k

S(uiku
∗
jk) = δij

=⇒
∑
k

ukju
∗
ki = δij

=⇒ (utū)ji = δij

Similarly, we have the following computation, once agan using the unitarity of u:

(u∗u)ij = δij =⇒
∑
k

S(u∗kiukj) = δij

=⇒
∑
k

u∗jkuik = δij

=⇒ (ūut)ji = δij

Thus, we are led to the conclusion in the statement. □

Summarizing, the Woronowicz algebras appear to have nice properties. In view of
Proposition 7.2 and Proposition 7.3, we can formulate the following definition:

Definition 7.5. Given a Woronowicz algebra A, we formally write

A = C(G) = C∗(Γ)

and call G compact quantum group, and Γ discrete quantum group.

When A is commutative and cocommutative, G and Γ are usual abelian groups, dual

to each other. In general, we still agree to write G = Γ̂,Γ = Ĝ, but in a formal sense. As
a final piece of general theory now, let us complement Definition 7.1 with:

Definition 7.6. Given two Woronowicz algebras (A, u) and (B, v), we write

A ≃ B

and identify the corresponding quantum groups, when we have an isomorphism

< uij >≃< vij >

of ∗-algebras, mapping standard coordinates to standard coordinates.

With this convention, which is in tune with our conventions for algebraic manifolds
from chapter 1, and more on this later, any compact or discrete quantum group corre-
sponds to a unique Woronowicz algebra, up to equivalence. Also, we can see now why in
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Definition 7.1 the choice of the exact topological tensor product ⊗ is irrelevant. Indeed,
no matter what tensor product ⊗ we use there, we end up with the same Woronowicz
algebra, and the same compact and discrete quantum groups, up to equivalence.

In practice, we will use in what follows the simplest such tensor product ⊗, which
is the maximal one, obtained as completion of the usual algebraic tensor product with
respect to the biggest C∗-norm. With the remark that this product is something rather
abstract, and so can be treated, in practice, as a usual algebraic tensor product.

Moving ahead now, let us call corepresentation of A any unitary matrix v ∈ Mn(A),
where A =< uij >, satisfying the same conditions are those satisfied by u, namely:

∆(vij) =
∑
k

vik ⊗ vkj , ε(vij) = δij , S(vij) = v∗ji

These corepresentations can be then thought of as corresponding to the finite di-
mensional unitary smooth representations of the underlying compact quantum group G.
Following Woronowicz [99], we have the following key result:

Theorem 7.7. Any Woronowicz algebra has a unique Haar integration functional,(∫
G

⊗id
)
∆ =

(
id⊗

∫
G

)
∆ =

∫
G

(.)1

which can be constructed by starting with any faithful positive form φ ∈ A∗, and setting∫
G

= lim
n→∞

1

n

n∑
k=1

φ∗k

where ϕ ∗ ψ = (ϕ⊗ ψ)∆. Moreover, for any corepresentation v ∈Mn(C)⊗ A we have(
id⊗

∫
G

)
v = P

where P is the orthogonal projection onto Fix(v) = {ξ ∈ Cn|vξ = ξ}.

Proof. Following [99], this can be done in 3 steps, as follows:

(1) Given φ ∈ A∗, our claim is that the following limit converges, for any a ∈ A:∫
φ

a = lim
n→∞

1

n

n∑
k=1

φ∗k(a)

Indeed, we can assume, by linearity, that a is the coefficient of a corepresentation:

a = (τ ⊗ id)v
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But in this case, an elementary computation shows that we have the following formula,
where Pφ is the orthogonal projection onto the 1-eigenspace of (id⊗ φ)v:(

id⊗
∫
φ

)
v = Pφ

(2) Since vξ = ξ implies [(id⊗ φ)v]ξ = ξ, we have Pφ ≥ P , where P is the orthogonal
projection onto the following fixed point space:

Fix(v) =
{
ξ ∈ Cn

∣∣∣vξ = ξ
}

The point now is that when φ ∈ A∗ is faithful, by using a standard positivity trick,
one can prove that we have Pφ = P . Assume indeed Pφξ = ξ, and let us set:

a =
∑
i

(∑
j

vijξj − ξi

)(∑
k

vikξk − ξi

)∗

We must prove that we have a = 0. Since v is biunitary, we have:

a =
∑
i

(∑
j

(
vijξj −

1

N
ξi

))(∑
k

(
v∗ikξ̄k −

1

N
ξ̄i

))

=
∑
ijk

vijv
∗
ikξj ξ̄k −

1

N
vijξj ξ̄i −

1

N
v∗ikξiξ̄k +

1

N2
ξiξ̄i

=
∑
j

|ξj|2 −
∑
ij

vijξj ξ̄i −
∑
ik

v∗ikξiξ̄k +
∑
i

|ξi|2

= ||ξ||2− < vξ, ξ > −< vξ, ξ >+ ||ξ||2

= 2(||ξ||2 −Re(< vξ, ξ >))

By using now our assumption Pφξ = ξ, we obtain from this:

φ(a) = 2φ(||ξ||2 −Re(< vξ, ξ >))

= 2(||ξ||2 −Re(< Pφξ, ξ >))

= 2(||ξ||2 − ||ξ||2)
= 0

Now since φ is faithful, this gives a = 0, and so vξ = ξ. Thus
∫
φ
is independent of φ,

and is given on coefficients a = (τ ⊗ id)v by the following formula:(
id⊗

∫
φ

)
v = P

(3) With the above formula in hand, the left and right invariance of
∫
G
=
∫
φ
is clear

on coefficients, and so in general, and this gives all the assertions. See [99]. □
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Consider the dense ∗-subalgebra A ⊂ A generated by the coefficients of the funda-
mental corepresentation u, and endow it with the following scalar product:

< a, b >=

∫
G

ab∗

We have then the following result, also due to Woronowicz [99]:

Theorem 7.8. We have the following Peter-Weyl type results:

(1) Any corepresentation decomposes as a sum of irreducible corepresentations.
(2) Each irreducible corepresentation appears inside a certain u⊗k.
(3) A =

⊕
v∈Irr(A)Mdim(v)(C), the summands being pairwise orthogonal.

(4) The characters of irreducible corepresentations form an orthonormal system.

Proof. All these results are from [99], the idea being as follows:

(1) Given a corepresentation v ∈Mn(A), consider its interwiner algebra:

End(v) =
{
T ∈Mn(C)

∣∣∣Tv = vT
}

It is elementary to see that this is a finite dimensional C∗-algebra, and we conclude
from this that we have a decomposition as follows:

End(v) =Mn1(C)⊕ . . .⊕Mnk
(C)

To be more precise, such a decomposition appears by writing the unit of our algebra
as a sum of minimal projections, as follows, and then working out the details:

1 = p1 + . . .+ pk

But this decomposition allows us to define subcorepresentations vi ⊂ v, which are
irreducible, so we obtain, as desired, a decomposition v = v1 + . . .+ vk.

(2) To any corepresentation v ∈ Mn(A) we associate its space of coefficients, given
by C(v) = span(vij). The construction v → C(v) is then functorial, in the sense that it
maps subcorepresentations into subspaces. Observe also that we have:

A =
∑

k∈N∗N

C(u⊗k)

Now given an arbitrary corepresentation v ∈ Mn(A), the corresponding coefficient
space is a finite dimensional subspace C(v) ⊂ A, and so we must have, for certain positive
integers k1, . . . , kp, an inclusion of vector spaces, as follows:

C(v) ⊂ C(u⊗k1 ⊕ . . .⊕ u⊗kp)

We deduce from this that we have an inclusion of corepresentations, as follows:

v ⊂ u⊗k1 ⊕ . . .⊕ u⊗kp

Thus, by using (1), we are led to the conclusion in the statement.
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(3) By using (1) and (2), we obtain a linear space decomposition as follows:

A =
∑

v∈Irr(A)

C(v) =
∑

v∈Irr(A)

Mdim(v)(C)

In order to conclude, it is enough to prove that for any two irreducible corepresenta-
tions v, w ∈ Irr(A), the corresponding spaces of coefficients are orthogonal:

v ̸∼ w =⇒ C(v) ⊥ C(w)

As a first observation, which follows from an elementary computation, for any two
corepresentations v, w we have a Frobenius type isomorphism, as follows:

Hom(v, w) ≃ Fix(v̄ ⊗ w)

Now let us set Pia,jb =
∫
G
vijw

∗
ab. According to Theorem 7.7, the matrix P is the

orthogonal projection onto the following vector space:

Fix(v ⊗ w̄) ≃ Hom(v̄, w̄) = {0}

Thus we have P = 0, and so C(v) ⊥ C(w), which gives the result.

(4) The algebra Acentral contains indeed all the characters, because we have:

Σ∆(χv) =
∑
ij

vji ⊗ vij = ∆(χv)

The fact that the characters span Acentral, and form an orthogonal basis of it, follow
from (3). Finally, regarding the norm 1 assertion, consider the following integrals:

Pik,jl =

∫
G

vijv
∗
kl

We know from Theorem 7.7 that these integrals form the orthogonal projection onto
Fix(v ⊗ v̄) ≃ End(v̄) = C1. By using this fact, we obtain the following formula:∫

G

χvχ
∗
v =

∑
ij

∫
G

viiv
∗
jj =

∑
i

1

N
= 1

Thus the characters have indeed norm 1, and we are done. □

We refer to Woronowicz [99] for full details on all the above, and for some applications
as well. Let us just record here the fact that in the cocommutative case, we obtain from
(4) that the irreducible corepresentations must be all 1-dimensional, and so that we must
have A = C∗(Γ) for some discrete group Γ, as mentioned in Proposition 7.2.

At a more technical level now, we have a number of more advanced results, from
Woronowicz [99], [100] and other papers, that must be known as well. We will present
them quickly, and for details you check my book [8]. First we have:
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Theorem 7.9. Let Afull be the enveloping C
∗-algebra of A, and let Ared be the quotient

of A by the null ideal of the Haar integration. The following are then equivalent:

(1) The Haar functional of Afull is faithful.
(2) The projection map Afull → Ared is an isomorphism.
(3) The counit map ε : Afull → C factorizes through Ared.
(4) We have N ∈ σ(Re(χu)), the spectrum being taken inside Ared.

If this is the case, we say that the underlying discrete quantum group Γ is amenable.

Proof. This is well-known in the group dual case, A = C∗(Γ), with Γ being a usual
discrete group. In general, the result follows by adapting the group dual case proof:

(1) ⇐⇒ (2) This simply follows from the fact that the GNS construction for the
algebra Afull with respect to the Haar functional produces the algebra Ared.

(2) ⇐⇒ (3) Here =⇒ is trivial, and conversely, a counit map ε : Ared → C produces
an isomorphism Ared → Afull, via a formula of type (ε⊗ id)Φ.

(3) ⇐⇒ (4) Here =⇒ is clear, coming from ε(N −Re(χ(u))) = 0, and the converse
can be proved by doing some standard functional analysis. □

Yet another important result is Tannakian duality, as follows:

Theorem 7.10. The following operations are inverse to each other:

(1) The construction A → C, which associates to any Woronowicz algebra A the
tensor category formed by the intertwiner spaces Ckl = Hom(u⊗k, u⊗l).

(2) The construction C → A, which associates to a tensor category C the Woronowicz
algebra A presented by the relations T ∈ Hom(u⊗k, u⊗l), with T ∈ Ckl.

Proof. This is something quite deep, the idea being as follows:

(1) We have indeed a construction A → C as above, whose output is a tensor C∗-
subcategory with duals of the tensor C∗-category of Hilbert spaces.

(2) We have as well a construction C → A as above, simply by dividing the free
∗-algebra on N2 variables by the relations in the statement.

Regarding now the bijection claim, after some elementary algebra we are left with
proving CAC

⊂ C. But this latter inclusion can be proved indeed, by doing some algebra,
and using von Neumann’s bicommutant theorem, in finite dimensions. See [100]. □

7b. Free rotations

Good news, with the above general theory in hand, we can go back now to our free
geometry program, as developed in chapter 3, and substantially build on that. Indeed,
the point is that we can talk now about free rotations. Following Wang, we have:
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Theorem 7.11. The following constructions produce compact quantum groups,

C(O+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣u = ū, ut = u−1
)

C(U+
N ) = C∗

(
(uij)i,j=1,...,N

∣∣∣u∗ = u−1, ut = ū−1
)

which appear respectively as liberations of the groups ON and UN .

Proof. This first assertion follows from the elementary fact that if a matrix u = (uij)
is orthogonal or biunitary, then so must be the following matrices:

u∆ij =
∑
k

uik ⊗ ukj , uεij = δij , uSij = u∗ji

Indeed, the biunitarity of u∆ can be checked by a direct computation. Regarding now
the matrix uε = 1N , this is clearly biunitary. Also, regarding the matrix uS, there is
nothing to prove here either, because its unitarity its clear too. And finally, observe that
if u has self-adjoint entries, then so do the above matrices u∆, uε, uS.

Thus our claim is proved, and we can define morphisms ∆, ε, S as in Definition 7.1, by
using the universal properties of C(O+

N), C(U
+
N ). As for the second assertion, this follows

exactly as for the free spheres, by adapting the sphere proof from chapter 3. □

The basic properties of O+
N , U

+
N can be summarized as follows:

Theorem 7.12. The quantum groups O+
N , U

+
N have the following properties:

(1) The closed subgroups G ⊂ U+
N are exactly the N × N compact quantum groups.

As for the closed subgroups G ⊂ O+
N , these are those satisfying u = ū.

(2) We have liberation embeddings ON ⊂ O+
N and UN ⊂ U+

N , obtained by dividing the
algebras C(O+

N), C(U
+
N ) by their respective commutator ideals.

(3) We have as well embeddings L̂N ⊂ O+
N and F̂N ⊂ U+

N , where LN is the free
product of N copies of Z2, and where FN is the free group on N generators.

Proof. All these assertions are elementary, as follows:

(1) This is clear from definitions, with the remark that, in the context of Definition
7.1, the formula S(uij) = u∗ji shows that the matrix ū must be unitary too.

(2) This follows from the Gelfand theorem. To be more precise, this shows that we
have presentation results for C(ON), C(UN), similar to those in Theorem 7.11, but with
the commutativity between the standard coordinates and their adjoints added:

C(ON) = C∗
comm

(
(uij)i,j=1,...,N

∣∣∣u = ū, ut = u−1
)

C(UN) = C∗
comm

(
(uij)i,j=1,...,N

∣∣∣u∗ = u−1, ut = ū−1
)

Thus, we are led to the conclusion in the statement.
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(3) This follows indeed from (1) and from Proposition 7.2, with the remark that with
u = diag(g1, . . . , gN), the condition u = ū is equivalent to g2i = 1, for any i. □

The last assertion in Theorem 7.12 suggests the following construction:

Proposition 7.13. Given a closed subgroup G ⊂ U+
N , consider its “diagonal torus”,

which is the closed subgroup T ⊂ G constructed as follows:

C(T ) = C(G)
/〈

uij = 0
∣∣∣∀i ̸= j

〉
This torus is then a group dual, T = Λ̂, where Λ =< g1, . . . , gN > is the discrete group
generated by the elements gi = uii, which are unitaries inside C(T ).

Proof. Since u is unitary, its diagonal entries gi = uii are unitaries inside C(T ).
Moreover, from ∆(uij) =

∑
k uik ⊗ ukj we obtain, when passing inside the quotient:

∆(gi) = gi ⊗ gi

It follows that we have C(T ) = C∗(Λ), modulo identifying as usual the C∗-completions

of the various group algebras, and so that we have T = Λ̂, as claimed. □

With this notion in hand, Theorem 7.12 (3) reformulates as follows:

Theorem 7.14. The diagonal tori of the basic unitary groups are the basic tori:

O+
N

// U+
N

ON
//

OO

UN

OO

→

T+
N

// T+
N

TN //

OO

TN

OO

In particular, the basic unitary groups are all distinct.

Proof. This is something clear and well-known in the classical case, and in the free
case, this is a reformulation of Theorem 7.12 (3), which tells us that the diagonal tori of

O+
N , U

+
N , in the sense of Proposition 7.13, are the group duals L̂N , F̂N . □

There is an obvious relation here with the considerations from chapter 3, that we will
analyse later on. As a second result now regarding our free quantum groups, relating
them this time to the free spheres constructed in chapter 3, we have:
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Theorem 7.15. We have embeddings of algebraic manifolds as follows, obtained in
double indices by rescaling the coordinates, xij = uij/

√
N :

O+
N

// U+
N

ON
//

OO

UN

OO

→

SN2−1
R,+

// SN2−1
C,+

SN2−1
R

//

OO

SN2−1
C

OO

Moreover, the quantum groups appear from the quantum spheres via

G = S ∩ U+
N

with the intersection being computed inside the free sphere SN2−1
C,+ .

Proof. As explained in Theorem 7.12, the biunitarity of the matrix u = (uij) gives
an embedding of algebraic manifolds, as follows:

U+
N ⊂ SN2−1

C,+

Now since the relations defining ON , O
+
N , UN ⊂ U+

N are the same as those defining

SN2−1
R , SN2−1

R,+ , SN2−1
C ⊂ SN2−1

C,+ , this gives the result. □

Summarizing, we have now up and working some free rotation groups, which are
closely related to the free spheres and tori constructed in chapter 3.

7c. Quantum isometries

In order to further discuss now the relation with the spheres, which can only come via
some sort of “isometric actions”, let us start with the following standard fact:

Proposition 7.16. Given a closed subset X ⊂ SN−1
C , the formula

G(X) =
{
U ∈ UN

∣∣∣U(X) = X
}

defines a compact group of unitary matrices, or isometries, called affine isometry group
of X. For the spheres SN−1

R , SN−1
C we obtain in this way the groups ON , UN .

Proof. The fact that G(X) as defined above is indeed a group is clear, its compact-
ness is clear as well, and finally the last assertion is clear as well. In fact, all this works
for any closed subset X ⊂ CN , but we are not interested here in such general spaces. □

Observe that in the case of the real and complex spheres, the affine isometry group
G(X) leaves invariant the Riemannian metric, because this metric is equivalent to the
one inherited from CN , which is preserved by our isometries U ∈ UN .
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Thus, we could have constructed as well G(X) as being the group of metric isometries
of X, with of course some extra care in relation with the complex structure, as for the
complex sphere X = SN−1

C to produce G(X) = UN instead of G(X) = O2N . But, such
things won’t really work for the free spheres, and so are to be avoided.

The point now is that we have the following quantum analogue of Proposition 7.16,
which is a perfect analogue, save for the fact that X is now assumed to be algebraic, for
some technical reasons, which allows us to talk about quantum isometry groups:

Theorem 7.17. Given an algebraic manifold X ⊂ SN−1
C,+ , the category of the closed

subgroups G ⊂ U+
N acting affinely on X, in the sense that the formula

Φ(xi) =
∑
j

xj ⊗ uji

defines a morphism of C∗-algebras Φ : C(X) → C(X) ⊗ C(G), has a universal object,
denoted G+(X), and called affine quantum isometry group of X.

Proof. Assume indeed that our manifold X ⊂ SN−1
C,+ comes as follows:

C(X) = C(SN−1
C,+ )

/〈
fα(x1, . . . , xN) = 0

〉
In order to prove the result, consider the following variables:

Xi =
∑
j

xj ⊗ uji ∈ C(X)⊗ C(U+
N )

Our claim is that the quantum group in the statement G = G+(X) appears as:

C(G) = C(U+
N )
/〈

fα(X1, . . . , XN) = 0
〉

In order to prove this, pick one of the defining polynomials, and write it as follows:

fα(x1, . . . , xN) =
∑
r

∑
ir1...i

r
sr

λr · xir1 . . . xirsr

With Xi =
∑

j xj ⊗ uji as above, we have the following formula:

fα(X1, . . . , XN) =
∑
r

∑
ir1...i

r
sr

λr
∑

jr1 ...j
r
sr

xjr1 . . . xjrsr ⊗ ujr1 ir1 . . . ujrsr irsr

Since the variables on the right span a certain finite dimensional space, the relations
fα(X1, . . . , XN) = 0 correspond to certain relations between the variables uij. Thus, we
have indeed a closed subspace G ⊂ U+

N , with a universal map, as follows:

Φ : C(X) → C(X)⊗ C(G)
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In order to show now that G is a quantum group, consider the following elements:

u∆ij =
∑
k

uik ⊗ ukj , uεij = δij , uSij = u∗ji

Consider as well the following elements, with γ ∈ {∆, ε, S}:

Xγ
i =

∑
j

xj ⊗ uγji

From the relations fα(X1, . . . , XN) = 0 we deduce that we have:

fα(X
γ
1 , . . . , X

γ
N) = (id⊗ γ)fα(X1, . . . , XN) = 0

Thus we can map uij → uγij for any γ ∈ {∆, ε, S}, and we are done. □

We can now formulate a result about spheres and rotations, as follows:

Theorem 7.18. The quantum isometry groups of the basic spheres are

SN−1
R,+

// SN−1
C,+

SN−1
R

//

OO

SN−1
C

OO

→

O+
N

// U+
N

ON
//

OO

UN

OO

modulo identifying, as usual, the various C∗-algebraic completions.

Proof. We have 4 results to be proved, the idea being as follows:

SN−1
C,+ . Let us first construct an action U+

N ↷ SN−1
C,+ . We must prove here that the

variables Xi =
∑

j xj ⊗ uji satisfy the defining relations for SN−1
C,+ , namely:∑

i

xix
∗
i =

∑
i

x∗ixi = 1

By using the biunitarity of u, we have the following computation:∑
i

XiX
∗
i =

∑
ijk

xjx
∗
k ⊗ ujiu

∗
ki =

∑
j

xjx
∗
j ⊗ 1 = 1⊗ 1

Once again by using the biunitarity of u, we have as well:∑
i

X∗
iXi =

∑
ijk

x∗jxk ⊗ u∗jiuki =
∑
j

x∗jxj ⊗ 1 = 1⊗ 1

Thus we have an action U+
N ↷ SN−1

C,+ , which gives G+(SN−1
C,+ ) = U+

N , as desired.
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SN−1
R,+ . Let us first construct an action O+

N ↷ SN−1
R,+ . We already know that the

variables Xi =
∑

j xj⊗uji satisfy the defining relations for SN−1
C,+ , so we just have to check

that these variables are self-adjoint. But this is clear from u = ū, as follows:

X∗
i =

∑
j

x∗j ⊗ u∗ji =
∑
j

xj ⊗ uji = Xi

Conversely, assume that we have an action G ↷ SN−1
R,+ , with G ⊂ U+

N . The variables
Xi =

∑
j xj ⊗ uji must be then self-adjoint, and the above computation shows that we

must have u = ū. Thus our quantum group must satisfy G ⊂ O+
N , as desired.

SN−1
C . The fact that we have an action UN ↷ SN−1

C is clear. Conversely, assume that

we have an action G ↷ SN−1
C , with G ⊂ U+

N . We must prove that this implies G ⊂ UN ,
and we will use a standard trick of Bhowmick-Goswami. We have:

Φ(xi) =
∑
j

xj ⊗ uji

By multiplying this formula with itself we obtain:

Φ(xixk) =
∑
jl

xjxl ⊗ ujiulk

Φ(xkxi) =
∑
jl

xlxj ⊗ ulkuji

Since the variables xi commute, these formulae can be written as:

Φ(xixk) =
∑
j<l

xjxl ⊗ (ujiulk + uliujk) +
∑
j

x2j ⊗ ujiujk

Φ(xixk) =
∑
j<l

xjxl ⊗ (ulkuji + ujkuli) +
∑
j

x2j ⊗ ujkuji

Since the tensors at left are linearly independent, we must have:

ujiulk + uliujk = ulkuji + ujkuli

By applying the antipode to this formula, then applying the involution, and then
relabelling the indices, we succesively obtain:

u∗klu
∗
ij + u∗kju

∗
il = u∗iju

∗
kl + u∗ilu

∗
kj

uijukl + uilukj = ukluij + ukjuil

ujiulk + ujkuli = ulkuji + uliujk

Now by comparing with the original formula, we obtain from this:

uliujk = ujkuli



116 7. SPHERES, REVISED

In order to finish, it remains to prove that the coordinates uij commute as well with
their adjoints. For this purpose, we use a similar method. We have:

Φ(xix
∗
k) =

∑
jl

xjx
∗
l ⊗ ujiu

∗
lk

Φ(x∗kxi) =
∑
jl

x∗l xj ⊗ u∗lkuji

Since the variables on the left are equal, we deduce from this that we have:∑
jl

xjx
∗
l ⊗ ujiu

∗
lk =

∑
jl

xjx
∗
l ⊗ u∗lkuji

Thus we have ujiu
∗
lk = u∗lkuji, and so G ⊂ UN , as claimed.

SN−1
R . The fact that we have an action ON ↷ SN−1

R is clear. In what regards the

converse, this follows by combining the results that we already have, as follows:

G↷ SN−1
R =⇒ G↷ SN−1

R,+ , SN−1
C

=⇒ G ⊂ O+
N , UN

=⇒ G ⊂ O+
N ∩ UN = ON

Thus, we conclude that we have G+(SN−1
R ) = ON , as desired. □

7d. Haar integration

Let us discuss now the correspondence U → S. In the classical case the situation is
very simple, because the sphere S = SN−1 appears by rotating the point x = (1, 0, . . . , 0)
by the isometries in U = UN . Moreover, the stabilizer of this action is the subgroup
UN−1 ⊂ UN acting on the last N − 1 coordinates, and so the sphere S = SN−1 appears
from the corresponding rotation group U = UN as an homogeneous space, as follows:

SN−1 = UN/UN−1

In functional analytic terms, all this becomes even simpler, the correspondence U → S
being obtained, at the level of algebras of functions, as follows:

C(SN−1) ⊂ C(UN) , xi → u1i

In general now, the straightforward homogeneous space interpretation of S as above
fails. However, we can have some theory going by using the functional analytic viewpoint,
with an embedding xi → u1i as above. Let us start with the following result:
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Theorem 7.19. For the basic spheres, we have a diagram as follows,

C(S)
Φ //

α

��

C(S)⊗ C(U)

α⊗id

��
C(U)

∆ // C(U)⊗ C(U)

where on top Φ(xi) =
∑

j xj ⊗ uji, and on the left α(xi) = u1i.

Proof. The diagram in the statement commutes indeed on the standard coordinates,
the corresponding arrows being as follows, on these coordinates:

xi //

��

∑
j xj ⊗ uji

��
u1i //

∑
j u1j ⊗ uji

Thus by linearity and multiplicativity, the whole the diagram commutes. □

As a consequence of the above result, we can now formulate:

Proposition 7.20. We have a quotient map and an inclusion as follows,

U → SU ⊂ S

with SU being the first row space of U , given by

C(SU) =< u1i >⊂ C(U)

at the level of the corresponding algebras of functions.

Proof. At the algebra level, we have an inclusion and a quotient map as follows:

C(S) → C(SU) ⊂ C(U)

Thus, we obtain the result, by transposing. □

The above result is all that we need, for getting started with our study, and we will
prove in what follows that the inclusion SU ⊂ S constructed above is an isomorphism.
This will produce the correspondence U → S that we are currently looking for.

In order to do so, we will use the uniform integration over S, which can be introduced,
in analogy with what happens in the classical case, in the following way:
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Definition 7.21. We endow each of the algebras C(S) with its integration functional∫
S

: C(S) → C(U) → C

obtained by composing the morphism xi → u1i with the Haar integration of C(U).

In order to efficiently integrate over the sphere S, and in the lack of some trick like
spherical coordinates, we need to know how to efficiently integrate over the corresponding
quantum isometry group U . As before in the classical case, we have:

Theorem 7.22. Assuming that a compact quantum group G ⊂ U+
N is easy, coming

from a category of partitions D ⊂ P , we have the Weingarten formula∫
G

ue1i1j1 . . . u
ek
ikjk

=
∑

π,σ∈D(k)

δπ(i)δσ(j)WkN(π, σ)

for any indices ir, jr ∈ {1, . . . , N} and any exponents er ∈ {∅, ∗}, where δ are the usual
Kronecker type symbols, and where

WkN = G−1
kN

is the inverse of the matrix GkN(π, σ) = N |π∨σ|.

Proof. Let us arrange indeed all the integrals to be computed, at a fixed value of
the exponent k = (e1 . . . ek), into a single matrix, of size Nk ×Nk, as follows:

Pi1...ik,j1...jk =

∫
G

ue1i1j1 . . . u
ek
ikjk

According to the construction of the Haar measure of Woronowicz, explained in the
above, this matrix P is the orthogonal projection onto the following space:

Fix(u⊗k) = span
(
ξπ

∣∣∣π ∈ D(k)
)

In order to compute this projection, consider the following linear map:

E(x) =
∑

π∈D(k)

< x, ξπ > ξπ

Consider as well the inverse W of the restriction of E to the following space:

span
(
Tπ

∣∣∣π ∈ D(k)
)

By a standard linear algebra computation, it follows that we have:

P = WE

But the restriction of E is the linear map corresponding to GkN , so W is the linear
map corresponding to WkN , and this gives the result. □

With this in hand, we can now integrate over the spheres S, as follows:
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Theorem 7.23. The integration over the basic spheres is given by∫
S

xe1i1 . . . x
ek
ik

=
∑
π

∑
σ≤ker i

WkN(π, σ)

with π, σ ∈ D(k), where WkN = G−1
kN is the inverse of GkN(π, σ) = N |π∨σ|.

Proof. According to our conventions, the integration over S is a particular case of
the integration over U , via xi = u1i. By using now Theorem 7.22, we obtain:∫

S

xe1i1 . . . x
ek
ik

=

∫
U

ue11i1 . . . u
ek
1ik

=
∑

π,σ∈D(k)

δπ(1)δσ(i)WkN(π, σ)

=
∑

π,σ∈D(k)

δσ(i)WkN(π, σ)

Thus, we are led to the formula in the statement. □

Again with some inspiration from the classical case, we have the following key result:

Theorem 7.24. The integration functional of S has the ergodicity property(
id⊗

∫
U

)
Φ(x) =

∫
S

x

where Φ : C(S) → C(S)⊗ C(U) is the universal affine coaction map.

Proof. In the real case, xi = x∗i , it is enough to check the equality in the statement
on an arbitrary product of coordinates, xi1 . . . xik . The left term is as follows:(

id⊗
∫
U

)
Φ(xi1 . . . xik) =

∑
j1...jk

xj1 . . . xjk

∫
U

uj1i1 . . . ujkik

=
∑
j1...jk

∑
π,σ∈D(k)

δπ(j)δσ(i)WkN(π, σ)xj1 . . . xjk

=
∑

π,σ∈D(k)

δσ(i)WkN(π, σ)
∑
j1...jk

δπ(j)xj1 . . . xjk

Let us look now at the last sum on the right. The situation is as follows:

– In the free case we have to sum quantities of type xj1 . . . xjk , over all choices of
multi-indices j = (j1, . . . , jk) which fit into our given noncrossing pairing π, and just by
using the condition

∑
i x

2
i = 1, we conclude that the sum is 1.

– The same happens in the classical case. Indeed, our pairing π can now be crossing,
but we can use the commutation relations xixj = xjxi, and the sum is again 1.
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Thus the sum on the right is 1, in all cases, and we obtain:(
id⊗

∫
U

)
Φ(xi1 . . . xik) =

∑
π,σ∈D(k)

δσ(i)WkN(π, σ)

On the other hand, another application of the Weingarten formula gives:∫
S

xi1 . . . xik =

∫
U

u1i1 . . . u1ik

=
∑

π,σ∈D(k)

δπ(1)δσ(i)WkN(π, σ)

=
∑

π,σ∈D(k)

δσ(i)WkN(π, σ)

Thus, we are done with the proof of the result, in the real case. In the complex case
the proof is similar, by adding exponents everywhere. □

We can now deduce a useful characterization of the integration, as follows:

Theorem 7.25. There is a unique positive unital trace tr : C(S) → C satisfying

(tr ⊗ id)Φ(x) = tr(x)1

where Φ is the coaction map of the corresponding quantum isometry group,

Φ : C(S) → C(S)⊗ C(U)

and this is the canonical integration, as constructed in Definition 7.21.

Proof. This follows indeed by using Theorem 7.24. □

7e. Exercises

Exercises:

Exercise 7.26.

Exercise 7.27.

Exercise 7.28.

Exercise 7.29.

Exercise 7.30.

Exercise 7.31.

Exercise 7.32.

Exercise 7.33.

Bonus exercise.
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Geometry, topology



In the shape of things to come
Too much poison come undone
Cause there’s nothing else to do

Every me and every you



CHAPTER 9

K-theory

9a. K-theory

Let us first look at the classical case, where X is a usual compact space. You might
say right away that wrong way, what we need for doing geometry is a manifold. But my
answer here is modesty, and no hurry. It is right that you cannot do much geometry with
a compact space X, but you can do some, and we have here, for instance:

Definition 9.1. Given a compact space X, its first K-theory group K0(X) is the
group of formal differences of complex vector bundles over X.

This notion is quite interesting, and we can talk in fact about higher K-theory groups
Kn(X) as well, and all this is related to the homotopy groups πn(X) too. There are
many non-trivial results on the subject, the end of the game being of course that of
understanding the “shape” of X, that you need to know a bit about, before getting into
serious geometry, in the case where X happens to be a manifold.

As a question for us now, operator algebra theorists, we have:

Question 9.2. Can we talk about the first K-theory group K0(X) of a compact quan-
tum space X?

We will see that this is a quite subtle question. To be more precise, we will see that we
can talk, in a quite straightforward way, of the group K0(A) of an arbitrary C∗-algebra
A, which is constructed as to have K0(A) = K0(X) in the commutative case, where
A = C(X), with X being a usual compact space. In the noncommutative case, however,
K0(A) will sometimes depend on the choice of A satisfying A = C(X), and so all this will
eventually lead to a sort of dead end, and to a rather “no” answer to Question 9.2.

Getting started now, in order to talk about the first K-theory group K0(A) of an
arbitrary C∗-algebra A, we will need the following simple fact:

Proposition 9.3. Given a C∗-algebra A, the finitely generated projective A-modules
E appear via quotient maps f : An → E, so are of the form

E = pAn

with p ∈ Mn(A) being an idempotent. In the commutative case, A = C(X) with X
classical, these A-modules consist of sections of the complex vector bundles over X.

125
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Proof. Here the first assertion is clear from definitions, via some standard algebra,
and the second assertion is clear from definitions too, again via some algebra. □

With this in hand, let us go back to Definition 9.1. Given a compact space X, it is
now clear that its K-theory group K0(X) can be recaptured from the knowledge of the
associated C∗-algebra A = C(X), and to be more precise we have K0(X) = K0(A), when
the first K-theory group of an arbitrary C∗-algebra is constructed as follows:

Definition 9.4. The first K-theory group of a C∗-algebra A is the group of formal
differences

K0(A) =
{
p− q

}
of equivalence classes of projections p ∈Mn(A), with the equivalence being given by

p ∼ q ⇐⇒ ∃u, uu∗ = p, u∗u = q

and with the additive structure being the obvious one, by diagonal concatenation.

This is very nice, and as a first example, we have K0(C) = Z. More generally, as
already mentioned above, it follows from Proposition 9.3 that in the commutative case,
where A = C(X) with X being a compact space, we have K0(A) = K0(X). Observe also
that we have, by definition, the following formula, valid for any n ∈ N:

K0(A) = K0(Mn(A))

Some further elementary observations include the fact that K0 behaves well with
respect to direct sums and with inductive limits, and also thatK0 is a homotopy invariant,
and for details here, we refer to any introductory book on the subject, such as [15].

In what concerns us, back to our Question 9.2, what has been said above is certainly
not enough for investigating our question, and we need more examples. However, these
examples are not easy to find, and for getting them, we need more theory. We have:

Definition 9.5. The second K-theory group of a C∗-algebra A is the group of con-
nected components of the unitary group of GL∞(A), with

GLn(A) ⊂ GLn+1(A) , a→
(
a 0
0 1

)
being the embeddings producing the inductive limit GL∞(A).

Again, for a basic example we can take A = C, and we have here K1(C) = {1},
trivially. In fact, in the commutative case, where A = C(X), with X being a usual
compact space, it is possible to establish a formula of type K1(A) = K1(X). Further
elementary observations include the fact that K1 behaves well with respect to direct sums
and with inductive limits, and also that K1 is a homotopy invariant.

Importantly, the first and second K-theory groups are related, as follows:
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Theorem 9.6. Given a C∗-algebra A, we have isomorphisms as follows, with

SA =
{
f ∈ C([0, 1], A)

∣∣∣f(0) = 0
}

standing for the suspension operation for the C∗-algebras:

(1) K1(A) = K0(SA).
(2) K0(A) = K1(SA).

Proof. Here the isomorphism in (1) is something rather elementary, and the iso-
morphism in (2) is something more complicated. In both cases, the idea is to start first
with the commutative case, where A = C(X) with X being a compact space, and un-
derstand there the isomorphisms (1,2), called Bott periodicity isomorphisms. Then, with
this understood, the extension to the general C∗-algebra case is quite straightforward. □

The above result is quite interesting, making it clear that the groups K0, K1 are of the
same nature. In fact, it is possible to be a bit more abstract here, and talk in various clever
ways about the higher K-theory groups, Kn(A) with n ∈ N, of an arbitrary C∗-algebra,
with the result that these higher K-theory groups are subject to Bott periodicity:

Kn(A) = Kn+2(A)

Going ahead with examples, following Cuntz [23] and related papers, we have:

Theorem 9.7. The K-theory groups of the Cuntz algebra On are given by

K0(On) = Zn−1 , K1(On) = {1}
with the equivalent projections Pi = SiS

∗
i standing for the standard generator of Zn−1.

Proof. We recall that the Cuntz algebra On is generated by isometries S1, . . . , Sn

satisfying S1S
∗
1 + . . .+ SnS

∗
n = 1. Since we have S∗

i Si = 1, with Pi = SiS
∗
i , we have:

P1 ∼ . . . ∼ Pn ∼ 1

On the other hand, we also know that we have P1 + . . .+ Pn = 1, and the conclusion
is that, in the first K-theory group K1(On), the following equality happens:

n[1] = [1]

Thus (n− 1)[1] = 0, and it is quite elementary to prove that k[1] = 0 happens in fact
precisely when k is a multiple of n− 1. Thus, we have a group embedding, as follows:

Zn−1 ⊂ K0(On)

The whole point now is that of proving that this group embedding is an isomorphism,
which in practice amounts in proving that any projection in On is equivalent to a sum of
the form P1+ . . .+Pk, with Pi = SiS

∗
i as above. Which is something non-trivial, requiring

the use of Bott periodicity, and the consideration of the second K-theory group K1(On)
as well, and for details here, we refer to Cuntz [23] and related papers. □
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The point now is that what we have in Theorem 9.7 is a true noncommutative com-
putation, dealing with an algebra which is rather of “free” type, and this suggests that
the answer to Question 9.2 might be “yes”. However, as bad news, we have:

Theorem 9.8. There are discrete groups Γ having the property that the projection

π : C∗(Γ) → C∗
red(Γ)

is not an isomorphism, at the level of K-theory groups.

Proof. For constructing such a counterexample, the group Γ must be definitely non-
amenable, and the first thought goes to the free group F2. But it is possible to prove that
F2 is K-amenable, in the sense that π is an isomorphism at the K-theory level. However,
counterexamples do exist, such as the infinite groups Γ having Kazhdan’s property (T ).
Indeed, for such a group the asssociated Kazhdan projection p ∈ K0(C

∗(Γ)) is nonzero,
while mapping to the zero element 0 ∈ K0(C

∗
red(Γ)), so we have our counterexample. □

As a conclusion to all this, which might seem a bit dissapointing, we have:

Conclusion 9.9. The answer to Question 9.2 is no.

Of course, the answer to Question 9.2 remains “yes” in many cases, the general idea
being that, as long as we don’t get too far away from the classical case, the answer remains
“yes”, so we can talk about the K-theory groups of our compact quantum spaces X, and
also, about countless other invariants inspired from the classical theory. For a survey of
what can be done here, including applications too, we refer to Connes’ book [19].

9b.

9c.

9d.

9e. Exercises

Exercises:

Exercise 9.10.

Exercise 9.11.

Exercise 9.12.

Exercise 9.13.

Exercise 9.14.

Exercise 9.15.

Exercise 9.16.

Exercise 9.17.

Bonus exercise.



CHAPTER 10

Smooth structure

10a. Smooth structure

10b.

10c.

10d.

10e. Exercises

Exercises:

Exercise 10.1.

Exercise 10.2.

Exercise 10.3.

Exercise 10.4.

Exercise 10.5.

Exercise 10.6.

Exercise 10.7.

Exercise 10.8.

Bonus exercise.

129





CHAPTER 11

Differential geometry

11a. Differential geometry

11b.

11c.

11d.

11e. Exercises

Exercises:

Exercise 11.1.

Exercise 11.2.

Exercise 11.3.

Exercise 11.4.

Exercise 11.5.

Exercise 11.6.

Exercise 11.7.

Exercise 11.8.

Bonus exercise.

131





CHAPTER 12

Algebraic geometry

12a. Algebraic geometry

We discuss now an abstract extension of the various constructions of algebraic mani-
folds that we have so far. The idea will be that of looking at certain classes of algebraic
manifolds X ⊂ SN−1

C,+ , which are homogeneous spaces, of a certain special type.

Let us start with the following definition, which is something quite general:

Definition 12.1. An affine homogeneous space over a closed subgroup G ⊂ U+
N is a

closed subset X ⊂ SN−1
C,+ , such that there exists an index set I ⊂ {1, . . . , N} such that

α(xi) =
1√
|I|

∑
j∈I

uji , Φ(xi) =
∑
j

xj ⊗ uji

define morphisms of C∗-algebras, satisfying the following condition,(
id⊗

∫
G

)
Φ =

∫
G

α(.)1

called ergodicity condition for the action.

Let us mention right away that this definition is something quite tricky, based on the
explicit examples of homogeneous spaces that we have in mind, rather than on whatever
abstract considerations, and that will take us some time to understand.

To start with, as a basic example, O+
N → SN−1

R,+ is indeed affine in our sense, with

I = {1}. The same goes for U+
N → SN−1

C,+ , which is affine as well, also with I = {1}.

Observe that the 1/
√
|I| constant appearing above is the correct one, because:∑

i

(∑
j∈I

uji

)(∑
k∈I

uki

)∗

=
∑
i

∑
j,k∈I

ujiu
∗
ki

=
∑
j,k∈I

(uu∗)jk

= |I|
As a first general result about such spaces, we have:
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Proposition 12.2. Consider an affine homogeneous space X, as above.

(1) The coaction condition (Φ⊗ id)Φ = (id⊗∆)Φ is satisfied.
(2) We have as well the formula (α⊗ id)Φ = ∆α.

Proof. The coaction condition is clear. For the second formula, we first have:

(α⊗ id)Φ(xi) =
∑
k

α(xk)⊗ uki

=
1√
|I|

∑
k

∑
j∈I

ujk ⊗ uki

On the other hand, we have as well the following computation:

∆α(xi) =
1√
|I|

∑
j∈I

∆(uji)

=
1√
|I|

∑
j∈I

∑
k

ujk ⊗ uki

Thus, by linearity, multiplicativity and continuity, we obtain the result. □

Summarizing, the terminology in Definition 12.1 is justified, in the sense that what
we have there are indeed certain homogeneous spaces, of very special, “affine” type. As
a second result regarding such spaces, which closes the discussion in the case where α is
injective, which is something that happens in many cases, we have:

Theorem 12.3. When α is injective we must have X = Xmin
G,I , where:

C(Xmin
G,I ) =

〈
1√
|I|

∑
j∈I

uji

∣∣∣i = 1, . . . , N

〉
⊂ C(G)

Moreover, Xmin
G,I is affine homogeneous, for any G ⊂ U+

N , and any I ⊂ {1, . . . , N}.
Proof. The first assertion is clear from definitions. Regarding now the second asser-

tion, consider the variables in the statement:

Xi =
1√
|I|

∑
j∈I

uji ∈ C(G)

In order to prove that we have Xmin
G,I ⊂ SN−1

C,+ , observe first that we have:∑
i

XiX
∗
i =

1

|I|
∑
i

∑
j,k∈I

ujiu
∗
ki

=
1

|I|
∑
j,k∈I

(uu∗)jk

= 1
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On the other hand, we have as well the following computation:∑
i

X∗
iXi =

1

|I|
∑
i

∑
j,k∈I

u∗jiuki

=
1

|I|
∑
j,k∈I

(ūut)jk

= 1

Thus Xmin
G,I ⊂ SN−1

C,+ . Finally, observe that we have:

∆(Xi) =
1√
|I|

∑
j∈I

∑
k

ujk ⊗ uki

=
∑
k

Xk ⊗ uki

Thus we have indeed a coaction map, given by Φ = ∆. As for the ergodicity condition,
namely (id⊗

∫
G
)∆ =

∫
G
(.)1, this holds as well, by definition of the integration functional∫

G
. Thus, our axioms for affine homogeneous spaces are indeed satisfied. □

Our purpose now will be to show that the affine homogeneous spaces appear as follows,
a bit in the same way as the discrete group algebras:

Xmin
G,I ⊂ X ⊂ Xmax

G,I

We make the standard convention that all the tensor exponents k are “colored inte-
gers”, that is, k = e1 . . . ek with ei ∈ {◦, •}, with ◦ corresponding to the usual variables,
and with • corresponding to their adjoints. With this convention, we have:

Proposition 12.4. The ergodicity condition, namely(
id⊗

∫
G

)
Φ =

∫
G

α(.)1

is equivalent to the condition

(Px⊗k)i1...ik =
1√
|I|k

∑
j1...jk∈I

Pi1...ik,j1...jk , ∀k,∀i1, . . . , ik

where P is the matrix formed by the Peter-Weyl integrals of exponent k,

Pi1...ik,j1...jk =

∫
G

ue1j1i1 . . . u
ek
jkik

and where (x⊗k)i1...ik = xe1i1 . . . x
ek
ik
.
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Proof. We have the following computation:(
id⊗

∫
G

)
Φ(xe1i1 . . . x

ek
ik
) =

∑
j1...jk

xe1j1 . . . x
ek
jk

∫
G

ue1j1i1 . . . u
ek
jkik

=
∑
j1...jk

Pi1...ik,j1...jk(x
⊗k)j1...jk

= (Px⊗k)i1...ik

On the other hand, we have as well the following computation:∫
G

α(xe1i1 . . . x
ek
ik
) =

1√
|I|k

∑
j1...jk∈I

∫
G

ue1j1i1 . . . u
ek
jkik

=
1√
|I|k

∑
j1...jk∈I

Pi1...ik,j1...jk

But this gives the formula in the statement, and we are done. □

As a consequence, we have the following result:

Theorem 12.5. We must have X ⊂ Xmax
G,I , as subsets of SN−1

C,+ , where:

C(Xmax
G,I ) = C(SN−1

C,+ )
/〈

(Px⊗k)i1...ik =
1√
|I|k

∑
j1...jk∈I

Pi1...ik,j1...jk

∣∣∀k,∀i1, . . . ik〉

Moreover, Xmax
G,I is affine homogeneous, for any G ⊂ U+

N , and any I ⊂ {1, . . . , N}.

Proof. Let us first prove that we have an action G ↷ Xmax
G,I . We must show here

that the variables Xi =
∑

j xj ⊗ uji satisfy the defining relations for Xmax
G,I . We have:

(PX⊗k)i1...ik =
∑
l1...lk

Pi1...ik,l1...lk(X
⊗k)l1...lk

=
∑
l1...lk

Pi1...ik,l1...lk

∑
j1...jk

xe1j1 . . . x
ek
jk
⊗ ue1j1l1 . . . u

ek
jklk

=
∑
j1...jk

xe1j1 . . . x
ek
jk
⊗ (u⊗kP t)j1...jk,i1...ik
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Since by Peter-Weyl the transpose of Pi1...ik,j1...jk =
∫
G
ue1j1i1 . . . u

ek
jkik

is the orthogonal

projection onto Fix(u⊗k), we have u⊗kP t = P t. We therefore obtain:

(PX⊗k)i1...ik =
∑
j1...jk

Pi1...ik,j1...jkx
e1
j1
. . . xekjk

= (Px⊗k)i1...ik

=
1√
|I|k

∑
j1...jk∈I

Pi1...ik,j1...jk

Thus we have an action G ↷ Xmax
G,I , and since this action is ergodic by Proposition

12.4, we have an affine homogeneous space, as claimed. □

We can now merge the results that we have, and we obtain:

Theorem 12.6. Given a closed quantum subgroup G ⊂ U+
N , and a set I ⊂ {1, . . . , N},

if we consider the following C∗-subalgebra and the following quotient C∗-algebra,

C(Xmin
G,I ) =

〈
1√
|I|

∑
j∈I

uji

∣∣∣i = 1, . . . , N

〉
⊂ C(G)

C(Xmax
G,I ) = C(SN−1

C,+ )
/〈

(Px⊗k)i1...ik =
1√
|I|k

∑
j1...jk∈I

Pi1...ik,j1...jk

∣∣∣∀k,∀i1, . . . ik〉
then we have maps as follows,

G→ Xmin
G,I ⊂ Xmax

G,I ⊂ SN−1
C,+

the space G → Xmax
G,I is affine homogeneous, and any affine homogeneous space G → X

appears as an intermediate space Xmin
G,I ⊂ X ⊂ Xmax

G,I .

Proof. This follows indeed from the various results that we have, namely Theorem
12.3 and Theorem 12.5, regarding the minimal and maximal constructions. □

At the level of the general theory, we will need one more result, as follows:

Theorem 12.7. Assuming that G → X is an affine homogeneous space, with index
set I ⊂ {1, . . . , N}, the Haar integration functional

∫
X
=
∫
G
α is given by∫

X

xe1i1 . . . x
ek
ik

=
∑

π,σ∈D

KI(π)(ξσ)i1...ikWkN(π, σ)

where {ξπ|π ∈ D} is a basis of Fix(u⊗k), and where WkN = G−1
kN with

GkN(π, σ) =< ξπ, ξσ >

is the associated Weingarten matrix, and KI(π) =
1√
|I|k
∑

j1...jk∈I(ξπ)j1...jk .
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Proof. By using the Weingarten formula for the quantum group G, in its abstract
form, coming from Peter-Weyl theory, as discussed before, we have:∫

X

xe1i1 . . . x
ek
ik

=
1√
|I|k

∑
j1...jk∈I

∫
G

ue1j1i1 . . . u
ek
jkik

=
1√
|I|k

∑
j1...jk∈I

∑
π,σ∈D

(ξπ)j1...jk(ξσ)i1...ikWkN(π, σ)

But this gives the formula in the statement, and we are done. □

As a conclusion now, in view of Theorem 12.6, the situation with our affine homoge-
neous spaces is, from a point of view of abstract functional analysis, a bit similar to that
of the full and reduced group algebras, with intermediate objects between them.

However, in addition to this, here is a natural example of an intermediate space
Xmin

G,I ⊂ X ⊂ Xmax
G,I , which will be of interest for us, in what follows:

Theorem 12.8. Given a closed quantum subgroup G ⊂ U+
N , and a set I ⊂ {1, . . . , N},

if we consider the following quotient algebra

C(Xmed
G,I ) = C(SN−1

C,+ )
/〈∑

j1...jk

ξj1...jkx
e1
j1
. . . xekjk =

1√
|I|k

∑
j1...jk∈I

ξj1...jk

∣∣∣∀k,∀ξ ∈ Fix(u⊗k)

〉
we obtain in this way an affine homogeneous space G→ XG,I .

Proof. We know from Theorem 12.5 that Xmax
G,I ⊂ SN−1

C,+ is constructed by imposing

to the standard coordinates the conditions Px⊗k = P I , where:

Pi1...ik,j1...jk =

∫
G

ue1j1i1 . . . u
ek
jkik

P I
i1...ik

=
1√
|I|k

∑
j1...jk∈I

Pi1...ik,j1...jk

According to the Weingarten integration formula for G, we have:

(Px⊗k)i1...ik =
∑
j1...jk

∑
π,σ∈D

(ξπ)j1...jk(ξσ)i1...ikWkN(π, σ)x
e1
j1
. . . xekjk

P I
i1...ik

=
1√
|I|k

∑
j1...jk∈I

∑
π,σ∈D

(ξπ)j1...jk(ξσ)i1...ikWkN(π, σ)

Thus Xmed
G,I ⊂ Xmax

G,I , and the other assertions are standard as well. □

We can now put everything together, and we obtain the following result, summarizing
what we know so far from the above, regarding the affine homogeneous spaces:
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Theorem 12.9. Given a closed subgroup G ⊂ U+
N , and a subset I ⊂ {1, . . . , N}, the

affine homogeneous spaces over G, with index set I, have the following properties:

(1) These are exactly the intermediate subspaces Xmin
G,I ⊂ X ⊂ Xmax

G,I on which G acts
affinely, with the action being ergodic.

(2) For the minimal and maximal spaces Xmin
G,I and Xmax

G,I , as well as for the inter-

mediate space Xmed
G,I constructed above, these conditions are satisfied.

(3) By performing the GNS construction with respect to the Haar integration func-
tional

∫
X
=
∫
G
α we obtain the minimal space Xmin

G,I .

We agree to identify all these spaces, via the GNS construction, and denote them XG,I .

Proof. This is indeed something quite self-explanatory, which follows by combining
the various results and observations formulated above. □

As an illustration, let us discuss now the group dual case. For simplifying, we will
discuss the case of the “diagonal” embeddings only. Given a finitely generated discrete
group Γ =< g1, . . . , gN >, we can consider the following “diagonal” embedding:

Γ̂ ⊂ U+
N , uij = δijgi

With this convention, we have the following result:

Theorem 12.10. In the group dual case, G = Γ̂ with Γ =< g1, . . . , gN >, we have

X = Γ̂I , ΓI =< gi|i ∈ I >⊂ Γ

for any affine homogeneous space X, when identifying full and reduced group algebras.

Proof. Assume indeed that we have an affine homogeneous space G→ X. In terms
of the rescaled coordinates hi =

√
|I|xi, our axioms for α,Φ read:

α(hi) = δi∈Igi , Φ(hi) = hi ⊗ gi

As for the ergodicity condition, this translates as follows:(
id⊗

∫
G

)
Φ(he1i1 . . . h

ep
ip
) =

∫
G

α(h
ep
i1
. . . h

ep
ip
)

⇐⇒
(
id⊗

∫
G

)
(he1i1 . . . h

ep
ip
⊗ ge1i1 . . . g

ep
ip
) =

∫
G

δi1∈I . . . δip∈Ig
e1
i1
. . . g

ep
ip

⇐⇒ δge1i1 ...g
ep
ip

,1h
e1
i1
. . . h

ep
ip

= δge1i1 ...g
ep
ip

,1δi1∈I . . . δip∈I

⇐⇒
[
ge1i1 . . . g

ep
ip

= 1 =⇒ he1i1 . . . h
ep
ip

= δi1∈I . . . δip∈I

]
Now observe that from gig

∗
i = g∗i gi = 1 we obtain in this way:

hih
∗
i = h∗ihi = δi∈I
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Thus the elements hi vanish for i /∈ I, and are unitaries for i ∈ I. We conclude that

we have X = Λ̂, where Λ =< hi|i ∈ I > is the group generated by these unitaries. In
order to finish now the proof, our claim is that for indices ix ∈ I we have:

ge1i1 . . . g
ep
ip

= 1 ⇐⇒ he1i1 . . . h
ep
ip

= 1

Indeed, =⇒ comes from the ergodicity condition, as processed above, and ⇐= comes
from the existence of the morphism α, which is given by α(hi) = gi, for i ∈ I. □
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Who knows what stands in front of our lives?
I fashion my future on films in space

Silence tells me secretly
Everything, everything



CHAPTER 13

Random matrices

13a. Random matrices

Time for some analysis on our quantum spaces and manifolds, and with analysis
meaning for us, as usual in physics, rather integration and probability. But, what spaces
to start with, and what to do with them? Let us start with something basic, namely:

Fact 13.1. A random matrix algebra can be written in the following way,

MN(L
∞(X)) = MN(C)⊗ L∞(X)

= L∞(MN)⊗ L∞(X)

= L∞(MN ×X)

so the underlying quantum space is something very simple, Y =MN ×X.

With this recorded, the problem is now, what to do with our quantum spaces, be them
of random matrix type Y = MN ×X, as above, or more general. Good question, and in
answer, again by having a look at what happens in random matrix theory, we have:

Answer 13.2. The simplest quantum spaces are those coming from random matrix
algebras, which are as follows, with X being a usual probability space,

Y =MN ×X

and what is to be done with them is the computation of the law of individual elements, the
random matrices T ∈ L∞(Y ) =MN(L

∞(X)), in the N >> 0 regime.

Which looks very nice, we eventually reached to some concrete questions, and time
now for mathematics and computations. Getting started, we must first further build on
the material from chapter 3. We recall from there that given a von Neumann algebra
A ⊂ B(H) coming with a trace tr : A → C, any normal element T ∈ A has a law, which
is the complex probability measure µ ∈ P(C) given by the following formula:

tr(T k) =

∫
C
zkdµ(z)

In the non-normal case, TT ∗ ̸= T ∗T , the law does not exist as a complex probability
measure µ ∈ P(C), as also explained in chapter 3. However, we can trick a bit, and talk
about the law of non-normal elements as well, in the following abstract way:

143
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Definition 13.3. Let A be a von Neumann algebra, given with a trace tr : A→ C.
(1) The elements T ∈ A are called random variables.
(2) The moments of such a variable are the numbers Mk(T ) = tr(T k).
(3) The law of such a variable is the functional µ : P → tr(P (T )).

Here k = ◦ • • ◦ . . . is by definition a colored integer, and the powers T k are defined
by multiplicativity and the usual formulae, namely:

T ∅ = 1 , T ◦ = T , T • = T ∗

As for the polynomial P , this is a noncommuting ∗-polynomial in one variable:

P ∈ C < X,X∗ >

Observe that the law is uniquely determined by the moments, because:

P (X) =
∑
k

λkX
k =⇒ µ(P ) =

∑
k

λkMk(T )

Generally speaking, the above definition, due to Voiculescu [88], is something quite
abstract, but there is no other way of doing things, at least at this level of generality.
However, in the special case where our variable T ∈ A is self-adjoint, or more generally
normal, the theory simplifies, and we recover more familiar objects, as follows:

Theorem 13.4. The law of a normal variable T ∈ A can be identified with the corre-
sponding spectral measure µ ∈ P(C), according to the following formula,

tr(f(T )) =

∫
σ(T )

f(x)dµ(x)

valid for any f ∈ L∞(σ(T )), coming from the measurable functional calculus. In the
self-adjoint case the spectral measure is real, µ ∈ P(R).

Proof. This is something that we know well, from chapter 3, coming from the spectral
theorem for the normal operators, as developed in chapter 1. □

Getting back now to the random matrices, we have all we need, as general formalism,
and we are ready for doing some computations. As a first observation, we have:

Theorem 13.5. The laws of basic random matrices T ∈MN(L
∞(X)) are as follows:

(1) In the case N = 1 the random matrix is a usual random variable, T ∈ L∞(X),
automatically normal, and its law as defined above is the usual law.

(2) In the case X = {.} the random matrix is a usual scalar matrix, T ∈ MN(C),
and in the diagonalizable case, the law is µ = 1

N
(δλ1 + . . .+ δλN

).

Proof. This is something that we know, once again, from chapter 3, and which is
elementary. Indeed, the first assertion follows from definitions, and the above discussion.
As for the second assertion, this follows by diagonalizing the matrix. □



13B. PROBABILITY THEORY 145

In general, what we have can only be a mixture of (1) and (2) above. Our plan will
be that of discussing more in detail (1), and then getting into the general case, or rather
into the case of the most interesting random matrices, with inspiration from (2).

13b. Probability theory

So, let us set N = 1. Here our algebra is A = L∞(X), an arbitrary commutative
von Neumann algebra. The most interesting linear operators T ∈ A, that we will rather
denote as complex functions f : X → C, and call random variables, as it is customary,
are the normal, or Gaussian variables, which are defined as follows:

Definition 13.6. A variable f : X → R is called standard normal when its law is:

g1 =
1√
2π
e−x2/2dx

More generally, the normal law of parameter t > 0 is the following measure:

gt =
1√
2πt

e−x2/2tdx

These are also called Gaussian distributions, with “g” standing for Gauss.

Observe that these normal laws have indeed mass 1, as they should, as shown by a
quick change of variable, and the Gauss formula, namely:(∫

R
e−x2

dx

)2

=

∫
R

∫
R
e−x2−y2dxdy

=

∫ 2π

0

∫ ∞

0

e−r2rdrdt

= 2π × 1

2
= π

Let us start with some basic results regarding the normal laws. We first have:

Proposition 13.7. The normal law gt with t > 0 has the following properties:

(1) The variance is V = t.
(2) The density is even, so the odd moments vanish.
(3) The even moments are Mk = tk/2 × k!!, with k!! = (k − 1)(k − 3)(k − 5) . . . .
(4) Equivalently, the moments are Mk =

∑
π∈P2(k)

t|π|, for any k ∈ N.
(5) The Fourier transform Ff (x) = E(eixf ) is given by F (x) = e−tx2/2.
(6) We have the convolution semigroup formula gs ∗ gt = gs+t, for any s, t > 0.

Proof. All this is very standard, with the various notations used in the statement
being explained below, the idea being as follows:
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(1) The normal law gt being centered, its variance is the second moment, V = M2.
Thus the result follows from (3), proved below, which gives in particular:

M2 = t2/2 × 2!! = t

(2) This is indeed something self-explanatory.

(3) We have indeed the following computation, by partial integration:

Mk =
1√
2πt

∫
R
xke−x2/2tdx

=
1√
2πt

∫
R
(txk−1)

(
−e−x2/2t

)′
dx

=
1√
2πt

∫
R
t(k − 1)xk−2e−x2/2tdx

= t(k − 1)× 1√
2πt

∫
R
xk−2e−x2/2tdx

= t(k − 1)Mk−2

The initial value being M0 = 1, we obtain the result.

(4) We know from (2,3) that the moments of the normal law gt satisfy the following
recurrence formula, with the initial data M0 = 1,M1 = 0:

Mk = t(k − 1)Mk−2

Now let us look at P2(k), the set of pairings of {1, . . . , k}. In order to have such a
pairing, we must pair 1 with a number chosen among 2, . . . , k, and then come up with a
pairing of the remaining k − 2 numbers. Thus, the number Nk = |P2(k)| of such pairings
is subject to the following recurrence formula, with initial data N0 = 1, N1 = 0:

Nk = (k − 1)Nk−2

But this solves our problem at t = 1, because in this case we obtain the following
formula, with |.| standing as usual for the number of blocks of a partition:

Mk = Nk = |P2(k)| =
∑

π∈P2(k)

1 =
∑

π∈P2(k)

1|π|

Now back to the general case, t > 0, our problem here is solved in fact too, because
the number of blocks of a pairing π ∈ P2(k) being constant, |π| = k/2, we obtain:

Mk = tk/2Nk =
∑

π∈P2(k)

tk/2 =
∑

π∈P2(k)

t|π|
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(5) The Fourier transform formula can be established as follows:

F (x) =
1√
2πt

∫
R
e−y2/2t+ixydy

=
1√
2πt

∫
R
e−(y/

√
2t−

√
t/2ix)2−tx2/2dy

=
1√
2πt

∫
R
e−z2−tx2/2

√
2tdz

=
1√
π
e−tx2/2

∫
R
e−z2dz

= e−tx2/2

(6) This follows indeed from (5), because logFgt is linear in t. □

We are now ready to establish the Central Limit Theorem (CLT), which is a key result,
telling us why the normal laws appear a bit everywhere, in the real life:

Theorem 13.8. Given a sequence of real random variables f1, f2, f3, . . . ∈ L∞(X),
which are i.i.d., centered, and with variance t > 0, we have

1√
n

n∑
i=1

fi ∼ gt

with n→ ∞, in moments.

Proof. In terms of moments, the Fourier transform Ff (x) = E(eixf ) is given by:

Ff (x) = E

(
∞∑
k=0

(ixf)k

k!

)
=

∞∑
k=0

ikMk(f)

k!
xk

Thus, the Fourier transform of the variable in the statement is:

F (x) =

[
Ff

(
x√
n

)]n
=

[
1− tx2

2n
+O(n−2)

]n
≃

[
1− tx2

2n

]n
≃ e−tx2/2

But this latter function being the Fourier transform of gt, we obtain the result. □

Let us discuss as well the discrete counterpart of the above results, that we will need
too a bit later, in relation with the random matrices. We have:



148 13. RANDOM MATRICES

Definition 13.9. The Poisson law of parameter 1 is the following measure,

p1 =
1

e

∑
k

δk
k!

and the Poisson law of parameter t > 0 is the following measure,

pt = e−t
∑
k

tk

k!
δk

with the letter “p” standing for Poisson.

We will see in a moment why these laws appear everywhere, in discrete probability,
the reasons behind this coming from the Poisson Limit Theorem (PLT). Getting started
now, in analogy with the normal laws, the Poisson laws have the following properties:

Proposition 13.10. The Poisson law pt with t > 0 has the following properties:

(1) The variance is V = t.
(2) The moments are Mk =

∑
π∈P (k) t

|π|.

(3) The Fourier transform is F (x) = exp ((eix − 1)t).
(4) We have the semigroup formula ps ∗ pt = ps+t, for any s, t > 0.

Proof. We have four formulae to be proved, the idea being as follows:

(1) The variance is V =M2−M2
1 , and by using the formulae M1 = t and M2 = t+ t2,

coming from (2), proved below, we obtain as desired, V = t.

(2) This is something more tricky. We have the following recurrence formula for the
moments of pt, obtained by using the binomial formula:

Mk+1 = e−t
∑
s

ts+1(s+ 1)k+1

(s+ 1)!

= e−t
∑
s

ts+1sk

s!

(
1 +

1

s

)k

= e−t
∑
s

ts+1sk

s!

∑
r

(
k

r

)
s−r

=
∑
r

(
k

r

)
· e−t

∑
s

ts+1sk−r

s!

= t
∑
r

(
k

r

)
Mk−r

On the other hand, consider the numbers in the statement, Sk =
∑

π∈P (k) t
|π|. As

before, since a partition of {1, . . . , k + 1} appears by choosing r neighbors for 1, among



13B. PROBABILITY THEORY 149

the k numbers available, and then partitioning the k − r elements left, we have:

Sk+1 = t
∑
r

(
k

r

)
Sk−r

Thus we obtain by recurrence Mk = Bk, as desired.

(3) The Fourier transform formula can be established as follows:

Fpt(x) = e−t
∑
k

tk

k!
Fδk(x)

= e−t
∑
k

tk

k!
eikx

= e−t
∑
k

(eixt)k

k!

= exp(−t) exp(eixt)
= exp

(
(eix − 1)t

)
(4) This follows from (3), because logFpt is linear in t. □

We are now ready to establish the Poisson Limit Theorem (PLT), as follows:

Theorem 13.11. We have the following convergence, in moments,((
1− t

n

)
δ0 +

t

n
δ1

)∗n

→ pt

for any t > 0.

Proof. Let us denote by µn the Bernoulli measure appearing under the convolution
sign. We have then the following computation:

Fδr(x) = eirx =⇒ Fµn(x) =

(
1− t

n

)
+
t

n
eix

=⇒ Fµ∗n
n
(x) =

((
1− t

n

)
+
t

n
eix
)n

=⇒ Fµ∗n
n
(x) =

(
1 +

(eix − 1)t

n

)n

=⇒ F (x) = exp
(
(eix − 1)t

)
Thus, we obtain the Fourier transform of pt, as desired. □

As a third and last topic from classical probability, let us discuss now the complex
normal laws, that we will need too. To start with, we have the following definition:
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Definition 13.12. The complex Gaussian law of parameter t > 0 is

Gt = law

(
1√
2
(a+ ib)

)
where a, b are independent, each following the law gt.

As in the real case, these measures form convolution semigroups:

Proposition 13.13. The complex Gaussian laws have the property

Gs ∗Gt = Gs+t

for any s, t > 0, and so they form a convolution semigroup.

Proof. This follows indeed from the real result, namely gs ∗ gt = gs+t, established
above, simply by taking real and imaginary parts. □

We have the following complex analogue of the CLT:

Theorem 13.14 (CCLT). Given complex random variables f1, f2, f3, . . . ∈ L∞(X)
which are i.i.d., centered, and with variance t > 0, we have, with n→ ∞, in moments,

1√
n

n∑
i=1

fi ∼ Gt

where Gt is the complex Gaussian law of parameter t.

Proof. This follows indeed from the real CLT, established above, simply by taking
the real and imaginary parts of all the variables involved. □

Regarding now the moments, we use the general formalism from Definition 13.3, in-
volving colored integer exponents k = ◦ • • ◦ . . . We say that a pairing π ∈ P2(k) is
matching when it pairs ◦−• symbols. With this convention, we have the following result:

Theorem 13.15. The moments of the complex normal law are the numbers

Mk(Gt) =
∑

π∈P2(k)

t|π|

where P2(k) are the matching pairings of {1, . . . , k}, and |.| is the number of blocks.

Proof. This is something well-known, which can be established as follows:

(1) As a first observation, by using a standard dilation argument, it is enough to do
this at t = 1. So, let us first recall from the above that the moments of the real Gaussian
law g1, with respect to integer exponents k ∈ N, are the following numbers:

mk = |P2(k)|
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Numerically, we have the following formula, explained as well in the above:

mk =

{
k!! (k even)

0 (k odd)

(2) We will show here that in what concerns the complex Gaussian law G1, similar
results hold. Numerically, we will prove that we have the following formula, where a
colored integer k = ◦ • • ◦ . . . is called uniform when it contains the same number of ◦
and • , and where |k| ∈ N is the length of such a colored integer:

Mk =

{
(|k|/2)! (k uniform)

0 (k not uniform)

Now since the matching partitions π ∈ P2(k) are counted by exactly the same numbers,
and this for trivial reasons, we will obtain the formula in the statement, namely:

Mk = |P2(k)|

(3) This was for the plan. In practice now, we must compute the moments, with
respect to colored integer exponents k = ◦ • • ◦ . . . , of the variable in the statement:

c =
1√
2
(a+ ib)

As a first observation, in the case where such an exponent k = ◦••◦ . . . is not uniform
in ◦, • , a rotation argument shows that the corresponding moment of c vanishes. To be
more precise, the variable c′ = wc can be shown to be complex Gaussian too, for any
w ∈ C, and from Mk(c) =Mk(c

′) we obtain Mk(c) = 0, in this case.

(4) In the uniform case now, where k = ◦ • • ◦ . . . consists of p copies of ◦ and p copies
of • , the corresponding moment can be computed as follows:

Mk =
1

2p

∫
(a2 + b2)p

=
1

2p

∑
s

(
p

s

)∫
a2s
∫
b2p−2s

=
1

2p

∑
s

(
p

s

)
(2s)!!(2p− 2s)!!

=
1

2p

∑
s

p!

s!(p− s)!
· (2s)!
2ss!

· (2p− 2s)!

2p−s(p− s)!

=
p!

4p

∑
s

(
2s

s

)(
2p− 2s

p− s

)
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(5) In order to finish now the computation, let us recall that we have the following
formula, coming from the generalized binomial formula, or from the Taylor formula:

1√
1 + t

=
∞∑
k=0

(
2k

k

)(
−t
4

)k

By taking the square of this series, we obtain the following formula:

1

1 + t
=

∑
ks

(
2k

k

)(
2s

s

)(
−t
4

)k+s

=
∑
p

(
−t
4

)p∑
s

(
2s

s

)(
2p− 2s

p− s

)
Now by looking at the coefficient of tp on both sides, we conclude that the sum on the

right equals 4p. Thus, we can finish the moment computation in (4), as follows:

Mp =
p!

4p
× 4p = p!

(6) As a conclusion, if we denote by |k| the length of a colored integer k = ◦ • • ◦ . . . ,
the moments of the variable c in the statement are given by:

Mk =

{
(|k|/2)! (k uniform)

0 (k not uniform)

On the other hand, the numbers |P2(k)| are given by exactly the same formula. Indeed,
in order to have matching pairings of k, our exponent k = ◦ • • ◦ . . . must be uniform,
consisting of p copies of ◦ and p copies of •, with p = |k|/2. But then the matching
pairings of k correspond to the permutations of the • symbols, as to be matched with ◦
symbols, and so we have p! such matching pairings. Thus, we have the same formula as
for the moments of c, and we are led to the conclusion in the statement. □

13c. Wigner matrices

Let us exit now the classical world, that of the commutative von Neumann algebras
A = L∞(X), and do as promised some random matrix theory. We recall that a random
matrix algebra is a von Neumann algebra of type A = MN(L

∞(X)), and that we are
interested in the computation of the laws of the operators T ∈ A, called random matrices.
Regarding the precise classes of random matrices that we are interested in, first we have
the complex Gaussian matrices, which are constructed as follows:

Definition 13.16. A complex Gaussian matrix is a random matrix of type

Z ∈MN(L
∞(X))

which has i.i.d. complex normal entries.
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As a somewhat surprising remark, using real normal variables in Definition 13.16,
instead of the complex ones appearing there, leads nowhere. The correct real versions of
the Gaussian matrices are the Wigner random matrices, constructed as follows:

Definition 13.17. A Wigner matrix is a random matrix of type

Z ∈MN(L
∞(X))

which has i.i.d. complex normal entries, up to the constraint Z = Z∗.

In other words, a Wigner matrix must be as follows, with the diagonal entries being
real normal variables, ai ∼ gt, for some t > 0, the upper diagonal entries being complex
normal variables, bij ∼ Gt, the lower diagonal entries being the conjugates of the upper
diagonal entries, as indicated, and with all the variables ai, bij being independent:

Z =


a1 b12 . . . . . . b1N

b̄12 a2
. . .

...
...

. . . . . . . . .
...

...
. . . aN−1 bN−1,N

b̄1N . . . . . . b̄N−1,N aN


Finally, we will be interested as well in the complex Wishart matrices, which are the

positive versions of the above random matrices, constructed as follows:

Definition 13.18. A complex Wishart matrix is a random matrix of type

Z = Y Y ∗ ∈MN(L
∞(X))

with Y being a complex Gaussian matrix.

Summarizing, we have three main types of random matrices, which can be somehow
designated as “complex”, “real” and “positive”, and that we will study in what follows.
Let us also mention that there are many other interesting classes of random matrices,
usually appearing as modifications of the above. More on these later.

In order to compute the asymptotic laws of the above matrices, we will use the moment
method. We have the following result, which will be our main tool here:

Theorem 13.19. Given independent variables Xi, each following the complex normal
law Gt, with t > 0 being a fixed parameter, we have the Wick formula

E
(
Xk1

i1
. . . Xks

is

)
= ts/2#

{
π ∈ P2(k)

∣∣∣π ≤ ker i
}

where k = k1 . . . ks and i = i1 . . . is, for the joint moments of these variables.
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Proof. This is something well-known, and the basis for all possible computations
with complex normal variables, which can be proved in two steps, as follows:

(1) Let us first discuss the case where we have a single complex normal variable X,
which amounts in taking Xi = X for any i in the formula in the statement. What we
have to compute here are the moments of X, with respect to colored integer exponents
k = ◦ • • ◦ . . . , and the formula in the statement tells us that these moments must be:

E(Xk) = t|k|/2|P2(k)|
But this is something that we know well from the above, the idea being that at t = 1

this follows by doing some combinatorics and calculus, in analogy with the combinatorics
and calculus from the real case, where the moment formula is identical, save for the
matching pairings P2 being replaced by the usual pairings P2, and then that the general
case t > 0 follows from this, by rescaling. Thus, we are done with this case.

(2) In general now, the point is that we obtain the formula in the statement. Indeed,
when expanding the product Xk1

i1
. . . Xks

is
and rearranging the terms, we are left with doing

a number of computations as in (1), and then making the product of the expectations
that we found. But this amounts precisely in counting the partitions in the statement,
with the condition π ≤ ker i there standing precisely for the fact that we are doing the
various type (1) computations independently, and then making the product. □

Now by getting back to the Gaussian matrices, we have the following result, with
NC2(k) = P2(k) ∩NC(k) standing for the noncrossing pairings of a colored integer k:

Theorem 13.20. Given a sequence of Gaussian random matrices

ZN ∈MN(L
∞(X))

having independent Gt variables as entries, for some fixed t > 0, we have

Mk

(
ZN√
N

)
≃ t|k|/2|NC2(k)|

for any colored integer k = ◦ • • ◦ . . . , in the N → ∞ limit.

Proof. This is something standard, which can be done as follows:

(1) We fix N ∈ N, and we let Z = ZN . Let us first compute the trace of Zk. With
k = k1 . . . ks, and with the convention (ij)◦ = ij, (ij)• = ji, we have:

Tr(Zk) = Tr(Zk1 . . . Zks)

=
N∑

i1=1

. . .

N∑
is=1

(Zk1)i1i2(Z
k2)i2i3 . . . (Z

ks)isi1

=
N∑

i1=1

. . .

N∑
is=1

(Z(i1i2)k1 )
k1(Z(i2i3)k2 )

k2 . . . (Z(isi1)ks )
ks
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(2) Next, we rescale our variable Z by a
√
N factor, as in the statement, and we also

replace the usual trace by its normalized version, tr = Tr/N . Our formula becomes:

tr

((
Z√
N

)k
)

=
1

N s/2+1

N∑
i1=1

. . .

N∑
is=1

(Z(i1i2)k1 )
k1(Z(i2i3)k2 )

k2 . . . (Z(isi1)ks )
ks

Thus, the moment that we are interested in is given by:

Mk

(
Z√
N

)
=

1

N s/2+1

N∑
i1=1

. . .

N∑
is=1

∫
X

(Z(i1i2)k1 )
k1(Z(i2i3)k2 )

k2 . . . (Z(isi1)ks )
ks

(3) Let us apply now the Wick formula, from Theorem 13.19. We conclude that the
moment that we are interested in is given by the following formula:

Mk

(
Z√
N

)
=

ts/2

N s/2+1

N∑
i1=1

. . .
N∑

is=1

#
{
π ∈ P2(k)

∣∣∣π ≤ ker
(
(i1i2)

k1 , (i2i3)
k2 , . . . , (isi1)

ks
)}

= ts/2
∑

π∈P2(k)

1

N s/2+1
#
{
i ∈ {1, . . . , N}s

∣∣∣π ≤ ker
(
(i1i2)

k1 , (i2i3)
k2 , . . . , (isi1)

ks
)}

(4) Our claim now is that in the N → ∞ limit the combinatorics of the above sum
simplifies, with only the noncrossing partitions contributing to the sum, and with each of
them contributing precisely with a 1 factor, so that we will have, as desired:

Mk

(
Z√
N

)
= ts/2

∑
π∈P2(k)

(
δπ∈NC2(k) +O(N−1)

)
≃ ts/2

∑
π∈P2(k)

δπ∈NC2(k)

= ts/2|NC2(k)|

(5) In order to prove this, the first observation is that when k is not uniform, in the
sense that it contains a different number of ◦, • symbols, we have P2(k) = ∅, and so:

Mk

(
Z√
N

)
= ts/2|NC2(k)| = 0

(6) Thus, we are left with the case where k is uniform. Let us examine first the case
where k consists of an alternating sequence of ◦ and • symbols, as follows:

k = ◦ • ◦ • . . . . . . ◦ •︸ ︷︷ ︸
2p
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In this case it is convenient to relabel our multi-index i = (i1, . . . , is), with s = 2p, in
the form (j1, l1, j2, l2, . . . , jp, lp). With this done, our moment formula becomes:

Mk

(
Z√
N

)
= tp

∑
π∈P2(k)

1

Np+1
#
{
j, l ∈ {1, . . . , N}p

∣∣∣π ≤ ker (j1l1, j2l1, j2l2, . . . , j1lp)
}

Now observe that, with k being as above, we have an identification P2(k) ≃ Sp,
obtained in the obvious way. With this done too, our moment formula becomes:

Mk

(
Z√
N

)
= tp

∑
π∈Sp

1

Np+1
#
{
j, l ∈ {1, . . . , N}p

∣∣∣jr = jπ(r)+1, lr = lπ(r),∀r
}

(7) We are now ready to do our asymptotic study, and prove the claim in (4). Let
indeed γ ∈ Sp be the full cycle, which is by definition the following permutation:

γ = (1 2 . . . p)

In terms of γ, the conditions jr = jπ(r)+1 and lr = lπ(r) found above read:

γπ ≤ ker j , π ≤ ker l

Counting the number of free parameters in our moment formula, we obtain:

Mk

(
Z√
N

)
=

tp

Np+1

∑
π∈Sp

N |π|+|γπ| = tp
∑
π∈Sp

N |π|+|γπ|−p−1

(8) The point now is that the last exponent is well-known to be ≤ 0, with equality
precisely when the permutation π ∈ Sp is geodesic, which in practice means that π must
come from a noncrossing partition. Thus we obtain, in the N → ∞ limit, as desired:

Mk

(
Z√
N

)
≃ tp|NC2(k)|

This finishes the proof in the case of the exponents k which are alternating, and the
case where k is an arbitrary uniform exponent is similar, by permuting everything. □

Regarding now the Wigner matrices, we have here the following result, coming as a
consequence of Theorem 13.20, via some simple algebraic manipulations:

Theorem 13.21. Given a sequence of Wigner random matrices

ZN ∈MN(L
∞(X))

having independent Gt variables as entries, with t > 0, up to ZN = Z∗
N , we have

Mk

(
ZN√
N

)
≃ tk/2|NC2(k)|

for any integer k ∈ N, in the N → ∞ limit.
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Proof. This can be deduced from a direct computation based on the Wick formula,
similar to that from the proof of Theorem 13.20, but the best is to deduce this result
from Theorem 13.20 itself. Indeed, we know from there that for Gaussian matrices YN ∈
MN(L

∞(X)) we have the following formula, valid for any colored integer K = ◦ • • ◦ . . . ,
in the N → ∞ limit, with NC2 standing for noncrossing matching pairings:

MK

(
YN√
N

)
≃ t|K|/2|NC2(K)|

By doing some combinatorics, we deduce from this that we have the following formula
for the moments of the matrices Re(YN), with respect to usual exponents, k ∈ N:

Mk

(
Re(YN)√

N

)
= 2−k ·Mk

(
YN√
N

+
Y ∗
N√
N

)
= 2−k

∑
|K|=k

MK

(
YN√
N

)
≃ 2−k

∑
|K|=k

tk/2|NC2(K)|

= 2−k · tk/2 · 2k/2|NC2(k)|
= 2−k/2 · tk/2|NC2(k)|

Now since the matrices ZN =
√
2Re(YN) are of Wigner type, this gives the result. □

All this brings us into counting noncrossing pairings, and we have here:

Theorem 13.22. The Catalan numbers, which are by definition given by

Ck = |NC2(2k)|
satisfy the following recurrence formula, with initial data C0 = C1 = 1,

Ck+1 =
∑

a+b=k

CaCb

their generating series f(z) =
∑

k≥0Ckz
k satisfies the equation

zf 2 − f + 1 = 0

and is given by the following explicit formula,

f(z) =
1−

√
1− 4z

2z
and we have the following explicit formula for these numbers:

Ck =
1

k + 1

(
2k

k

)
Numerically, these numbers are 1, 1, 2, 5, 14, 42, 132, 429, 1430, 4862, 16796, . . .
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Proof. We must count the noncrossing pairings of {1, . . . , 2k}. Now observe that
such a pairing appears by pairing 1 to an odd number, 2a + 1, and then inserting a
noncrossing pairing of {2, . . . , 2a}, and a noncrossing pairing of {2a + 2, . . . , 2l}. We
conclude that we have the following recurrence formula for the Catalan numbers:

Ck =
∑

a+b=k−1

CaCb

In terms of the generating series f(z) =
∑

k≥0Ckz
k, this recurrence formula reads:

zf 2 =
∑
a,b≥0

CaCbz
a+b+1

=
∑
k≥1

∑
a+b=k−1

CaCbz
k

=
∑
k≥1

Ckz
k

= f − 1

Thus f satisfies zf 2 − f + 1 = 0, and by solving this equation, and choosing the
solution which is bounded at z = 0, we obtain the following formula:

f(z) =
1−

√
1− 4z

2z
In order to finish, we use the generalized binomial formula, which gives:

√
1 + t = 1− 2

∞∑
k=1

1

k

(
2k − 2

k − 1

)(
−t
4

)k

Now back to our series f , we obtain the following formula for it:

f(z) =
1−

√
1− 4z

2z

=
∞∑
k=1

1

k

(
2k − 2

k − 1

)
zk−1

=
∞∑
k=0

1

k + 1

(
2k

k

)
zk

It follows that the Catalan numbers are given by:

Ck =
1

k + 1

(
2k

k

)
Thus, we are led to the conclusion in the statement. □

In order to recapture now the Wigner measure from its moments, we can use:
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Proposition 13.23. The Catalan numbers are the even moments of

γ1 =
1

2π

√
4− x2dx

called standard semicircle law. As for the odd moments of γ1, these all vanish.

Proof. The even moments of the semicircle law in the statement can be computed
with the change of variable x = 2 cos t, and we are led to the following formula:

M2k =
1

π

∫ 2

0

√
4− x2x2kdx

=
1

π

∫ π/2

0

√
4− 4 cos2 t (2 cos t)2k2 sin t dt

=
4k+1

π

∫ π/2

0

cos2k t sin2 t dt

=
4k+1

π
· π
2
· (2k)!!2!!

(2k + 3)!!

= 2 · 4k · (2k)!/2kk!

2k+1(k + 1)!

= Ck

As for the odd moments, these all vanish, because the density of γ1 is an even function.
Thus, we are led to the conclusion in the statement. □

More generally, we have the following result, involving a parameter t > 0:

Proposition 13.24. Given t > 0, the real measure having as even moments the
numbers M2k = tkCk and having all odd moments 0 is the measure

γt =
1

2πt

√
4t− x2dx

called Wigner semicircle law on [−2
√
t, 2

√
t].

Proof. This follows indeed from Proposition 13.23, via a change of variables. □

Now by putting everything together, we obtain the Wigner theorem, as follows:

Theorem 13.25. Given a sequence of Wigner random matrices

ZN ∈MN(L
∞(X))

which by definition have i.i.d. complex normal entries, up to ZN = Z∗
N , we have

ZN ∼ γt

in the N → ∞ limit, where γt =
1

2πt

√
4t− x2dx is the Wigner semicircle law.
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Proof. This follows indeed from all the above, and more specifically, by combining
Theorem 13.21, Theorem 13.22 and Proposition 13.24. □

Regarding now the complex Gaussian matrices, in view of this result, it is natural to
think at the law found in Theorem 13.20 as being “circular”. But this is just a thought,
and more on this later in this book, when doing free probability.

13d. Wishart matrices

Let us discuss now the Wishart matrices, which are the positive analogues of the
Wigner matrices. Quite surprisingly, the computation here leads to the Catalan numbers,
but not in the same way as for the Wigner matrices, the result being as follows:

Theorem 13.26. Given a sequence of complex Wishart matrices

WN = YNY
∗
N ∈MN(L

∞(X))

with YN being N ×N complex Gaussian of parameter t > 0, we have

Mk

(
WN

N

)
≃ tkCk

for any exponent k ∈ N, in the N → ∞ limit.

Proof. There are several possible proofs for this result, as follows:

(1) A first method is by using the formula that we have in Theorem 13.20, for the
Gaussian matrices YN . Indeed, we know from there that we have the following formula,
valid for any colored integer K = ◦ • • ◦ . . . , in the N → ∞ limit:

MK

(
YN√
N

)
≃ t|K|/2|NC2(K)|

With K = ◦ • ◦ • . . . , alternating word of length 2k, with k ∈ N, this gives:

Mk

(
YNY

∗
N

N

)
≃ tk|NC2(K)|

Thus, in terms of the Wishart matrix WN = YNY
∗
N we have, for any k ∈ N:

Mk

(
WN

N

)
≃ tk|NC2(K)|

The point now is that, by doing some combinatorics, we have:

|NC2(K)| = |NC2(2k)| = Ck

Thus, we are led to the formula in the statement.



13D. WISHART MATRICES 161

(2) A second method, that we will explain now as well, is by proving the result directly,
starting from definitions. The matrix entries of our matrix W = WN are given by:

Wij =
N∑
r=1

YirȲjr

Thus, the normalized traces of powers of W are given by the following formula:

tr(W k) =
1

N

N∑
i1=1

. . .

N∑
ik=1

Wi1i2Wi2i3 . . .Wiki1

=
1

N

N∑
i1=1

. . .
N∑

ik=1

N∑
r1=1

. . .
N∑

rk=1

Yi1r1Ȳi2r1Yi2r2Ȳi3r2 . . . Yikrk Ȳi1rk

By rescaling now W by a 1/N factor, as in the statement, we obtain:

tr

((
W

N

)k
)

=
1

Nk+1

N∑
i1=1

. . .
N∑

ik=1

N∑
r1=1

. . .
N∑

rk=1

Yi1r1Ȳi2r1Yi2r2Ȳi3r2 . . . Yikrk Ȳi1rk

By using now the Wick rule, we obtain the following formula for the moments, with
K = ◦ • ◦ • . . . , alternating word of lenght 2k, and with I = (i1r1, i2r1, . . . , ikrk, i1rk):

Mk

(
W

N

)
=

tk

Nk+1

N∑
i1=1

. . .
N∑

ik=1

N∑
r1=1

. . .
N∑

rk=1

#
{
π ∈ P2(K)

∣∣∣π ≤ ker(I)
}

=
tk

Nk+1

∑
π∈P2(K)

#
{
i, r ∈ {1, . . . , N}k

∣∣∣π ≤ ker(I)
}

In order to compute this quantity, we use the standard bijection P2(K) ≃ Sk. By
identifying the pairings π ∈ P2(K) with their counterparts π ∈ Sk, we obtain:

Mk

(
W

N

)
=

tk

Nk+1

∑
π∈Sk

#
{
i, r ∈ {1, . . . , N}k

∣∣∣is = iπ(s)+1, rs = rπ(s), ∀s
}

Now let γ ∈ Sk be the full cycle, which is by definition the following permutation:

γ = (1 2 . . . k)

The general factor in the product computed above is then 1 precisely when following
two conditions are simultaneously satisfied:

γπ ≤ ker i , π ≤ ker r

Counting the number of free parameters in our moment formula, we obtain:

Mk

(
W

N

)
= tk

∑
π∈Sk

N |π|+|γπ|−k−1



162 13. RANDOM MATRICES

The point now is that the last exponent is well-known to be≤ 0, with equality precisely
when the permutation π ∈ Sk is geodesic, which in practice means that π must come from
a noncrossing partition. Thus we obtain, in the N → ∞ limit:

Mk

(
W

N

)
≃ tkCk

Thus, we are led to the conclusion in the statement. □

As a consequence of the above result, we have a new look on the Catalan numbers,
which is more adapted to our present Wishart matrix considerations, as follows:

Proposition 13.27. The Catalan numbers Ck = |NC2(2k)| appear as well as

Ck = |NC(k)|

where NC(k) is the set of all noncrossing partitions of {1, . . . , k}.

Proof. This follows indeed from the proof of Theorem 13.26. Observe that we obtain
as well a formula in terms of matching pairings of alternating colored integers. □

The direct explanation for the above formula, relating noncrossing partitions and
pairings, comes form the following result, which is very useful, and good to know:

Proposition 13.28. We have a bijection between noncrossing partitions and pairings

NC(k) ≃ NC2(2k)

which is constructed as follows:

(1) The application NC(k) → NC2(2k) is the “fattening” one, obtained by doubling
all the legs, and doubling all the strings as well.

(2) Its inverse NC2(2k) → NC(k) is the “shrinking” application, obtained by col-
lapsing pairs of consecutive neighbors.

Proof. The fact that the two operations in the statement are indeed inverse to each
other is clear, by computing the corresponding two compositions, with the remark that
the construction of the fattening operation requires the partitions to be noncrossing. □

Getting back now to probability, we are led to the question of finding the law having
the Catalan numbers as moments, in the above way. The result here is as follows:

Proposition 13.29. The real measure having the Catalan numbers as moments is

π1 =
1

2π

√
4x−1 − 1 dx

called Marchenko-Pastur law of parameter 1.
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Proof. The moments of the law π1 in the statement can be computed with the change
of variable x = 4 cos2 t, as follows:

Mk =
1

2π

∫ 4

0

√
4x−1 − 1xkdx

=
1

2π

∫ π/2

0

sin t

cos t
· (4 cos2 t)k · 2 cos t sin t dt

=
4k+1

π

∫ π/2

0

cos2k t sin2 t dt

=
4k+1

π
· π
2
· (2k)!!2!!

(2k + 3)!!

= 2 · 4k · (2k)!/2kk!

2k+1(k + 1)!

= Ck

Thus, we are led to the conclusion in the statement. □

Now back to the Wishart matrices, we are led to the following result:

Theorem 13.30. Given a sequence of complex Wishart matrices

WN = YNY
∗
N ∈MN(L

∞(X))

with YN being N ×N complex Gaussian of parameter t > 0, we have

WN

tN
∼ 1

2π

√
4x−1 − 1 dx

with N → ∞, with the limiting measure being the Marchenko-Pastur law π1.

Proof. This follows indeed from Theorem 13.26 and Proposition 13.29. □

As a comment now, while the above result is definitely something interesting at t = 1,
at general t > 0 this looks more like a “fake” generalization of the t = 1 result, because the
law π1 stays the same, modulo a trivial rescaling. The reasons behind this phenomenon
are quite subtle, and skipping some discussion, the point is that Theorem 13.30 is indeed
something “fake” at general t > 0, and the correct generalization of the t = 1 computation,
involving more general classes of complex Wishart matrices, is as follows:

Theorem 13.31. Given a sequence of general complex Wishart matrices

WN = YNY
∗
N ∈MN(L

∞(X))

with YN being N ×M complex Gaussian of parameter 1, we have

WN

N
∼ max(1− t, 0)δ0 +

√
4t− (x− 1− t)2

2πx
dx

with M = tN → ∞, with the limiting measure being the Marchenko-Pastur law πt.
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Proof. This follows once again by using the moment method, the limiting moments
in the M = tN → ∞ regime being as follows, after doing the combinatorics:

Mk

(
WN

N

)
≃

∑
π∈NC(k)

t|π|

But these numbers are the moments of the Marchenko-Pastur law πt, which in addition
has the density given by the formula in the statement, and this gives the result. □

13e. Exercises

Exercises:

Exercise 13.32.

Exercise 13.33.

Exercise 13.34.

Exercise 13.35.

Exercise 13.36.

Exercise 13.37.

Exercise 13.38.

Exercise 13.39.

Bonus exercise.



CHAPTER 14

Integration theory

14a. Integration theory

We already learned some good classical and quantum probability from chapter 13,
that random matrix knowledge is golden, but time now for something more systematic.
Let us start our discussion with something that we know since chapter 3, namely:

Definition 14.1. Let A be a C∗-algebra, given with a trace tr : A→ C.
(1) The elements a ∈ A are called random variables.
(2) The moments of such a variable are the numbers Mk(a) = tr(ak).
(3) The law of such a variable is the functional µ : P → tr(P (a)).

Here the exponent k = ◦ • • ◦ . . . is as before a colored integer, with the powers ak

being defined by multiplicativity and the usual formulae, namely:

a∅ = 1 , a◦ = a , a• = a∗

As for the polynomial P , this is a noncommuting ∗-polynomial in one variable:

P ∈ C < X,X∗ >

Generally speaking, the above definition is something quite abstract, but there is no
other way of doing things, at least at this level of generality. However, in the special case
where our variable a ∈ A is self-adjoint, or more generally normal, we have:

Proposition 14.2. The law of a normal variable a ∈ A can be identified with the
corresponding spectral measure µ ∈ P(C), according to the following formula,

tr(f(a)) =

∫
σ(a)

f(x)dµ(x)

valid for any f ∈ L∞(σ(a)), coming from the measurable functional calculus. In the
self-adjoint case the spectral measure is real, µ ∈ P(R).

Proof. This is something that we again know well, either from chapter 3, or simply
from chapter 1, coming from the spectral theorem for normal operators. □

Let us discuss now independence, and its noncommutative versions. As a starting
point, we have the following update of the classical notion of independence:

165
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Definition 14.3. We call two subalgebras B,C ⊂ A independent when the following
condition is satisfied, for any x ∈ B and y ∈ C:

tr(xy) = tr(x)tr(y)

Equivalently, the following condition must be satisfied, for any x ∈ B and y ∈ C:

tr(x) = tr(y) = 0 =⇒ tr(xy) = 0

Also, b, c ∈ A are called independent when B =< b > and C =< c > are independent.

Observe that the above two independence conditions are indeed equivalent, with this
following from the following computation, with the convention a′ = a− tr(a):

tr(bc) = tr[(b′ + tr(b))(c′ + tr(c))]

= tr(b′c′) + t(b′)tr(c) + tr(b)tr(c′) + tr(b)tr(c)

= tr(b′c′) + tr(b)tr(c)

= tr(b)tr(c)

The other remark is that the above notion generalizes indeed the usual notion of
independence, from the classical case, the precise result here being as follows:

Theorem 14.4. Given two compact measured spaces X, Y , the algebras

C(X) ⊂ C(X × Y ) , C(Y ) ⊂ C(X × Y )

are independent in the above sense, and a converse of this fact holds too.

Proof. We have two assertions here, the idea being as follows:

(1) First of all, given two abstract compact spaces X, Y , we have embeddings of
algebras as in the statement, defined by the following formulae:

f → [(x, y) → f(x)] , g → [(x, y) → g(y)]

In the measured space case now, the Fubini theorems tells us that we have:∫
X×Y

f(x)g(y) =

∫
X

f(x)

∫
Y

g(y)

Thus, the algebras C(X), C(Y ) are independent in the sense of Definition 14.3.

(2) Conversely, assume that B,C ⊂ A are independent, with A being commutative.
Let us write our algebras as follows, with X, Y, Z being certain compact spaces:

B = C(X) , C = C(Y ) , A = C(Z)

In this picture, the inclusions B,C ⊂ A must come from quotient maps, as follows:

p : Z → X , q : Z → Y
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Regarding now the independence condition from Definition 14.3, in the above picture,
this tells us that the following equality must happen:∫

Z

f(p(z))g(q(z)) =

∫
Z

f(p(z))

∫
X

g(q(z))

Thus we are in a Fubini type situation, and we obtain from this:

X × Y ⊂ Z

Thus, the independence of the algebras B,C ⊂ A appears as in (1) above. □

It is possible to develop some theory here, but this leads to the usual CLT. As a much
more interesting notion now, we have Voiculescu’s freeness [86]:

Definition 14.5. Given a pair (A, tr), we call two subalgebras B,C ⊂ A free when
the following condition is satisfied, for any xi ∈ B and yi ∈ C:

tr(xi) = tr(yi) = 0 =⇒ tr(x1y1x2y2 . . .) = 0

Also, b, c ∈ A are called free when B =< b > and C =< c > are free.

In short, freeness appears by definition as a kind of “free analogue” of usual inde-
pendence, taking into account the fact that the variables do not necessarily commute.
As a first observation, of theoretical nature, there is actually a certain lack of symmetry
between Definition 14.3 and Definition 14.5, because in contrast to the former, the latter
does not include an explicit formula for the quantities of the following type:

tr(x1y1x2y2 . . .)

However, this is not an issue, and is simply due to the fact that the formula in the
free case is something more complicated, the precise result being as follows:

Proposition 14.6. If B,C ⊂ A are free, the restriction of tr to < B,C > can be
computed in terms of the restrictions of tr to B,C. To be more precise, we have

tr(x1y1x2y2 . . .) = P
(
{tr(xi1xi2 . . .)}i, {tr(yj1yj2 . . .)}j

)
where P is certain polynomial, depending on the length of x1y1x2y2 . . . , having as variables
the traces of products xi1xi2 . . . and yj1yj2 . . . , with i1 < i2 < . . . and j1 < j2 < . . .

Proof. With x′ = x− tr(x), we can start our computation as follows:

tr(x1y1x2y2 . . .) = tr
[
(x′1 + tr(x1))(y

′
1 + tr(y1))(x

′
2 + tr(x2)) . . .

]
= tr(x′1y

′
1x

′
2y

′
2 . . .) + other terms

= other terms

Thus, we are led to a kind of recurrence, and this gives the result. □

Let us discuss now some examples of independence and freeness. We first have the
following result, from [86], which is something elementary:
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Theorem 14.7. Given two algebras (A, tr) and (B, tr), the following hold:

(1) A,B are independent inside their tensor product A⊗B, endowed with its canonical
tensor product trace, given on basic tensors by tr(a⊗ b) = tr(a)tr(b).

(2) A,B are free inside their free product A ∗ B, endowed with its canonical free
product trace, given by the formulae in Proposition 14.6.

Proof. Both the above assertions are clear from definitions, as follows:

(1) This is clear with either of the definitions of the independence, from Definition
14.3, because we have by construction of the product trace:

tr(ab) = tr[(a⊗ 1)(1⊗ b)]

= tr(a⊗ b)

= tr(a)tr(b)

Observe that there is a relation here with Theorem 14.4 as well, due to the following
formula for compact spaces, with ⊗ being a topological tensor product:

C(X × Y ) = C(X)⊗ C(Y )

To be more precise, the present statement generalizes the first assertion in Theorem
14.4, and the second assertion tells us that this generalization is more or less the same
thing as the original statement. All this comes of course from basic measure theory.

(2) This is clear too from definitions, the only point being that of showing that the
notion of freeness, or the recurrence formulae in Proposition 14.6, can be used in order to
construct a canonical free product trace, on the free product of the algebras involved:

tr : A ∗B → C
But this can be checked for instance by using a GNS construction. Indeed, consider

the GNS constructions for the algebras (A, tr) and (B, tr):

A→ B(l2(A)) , B → B(l2(B))

By taking the free product of these representations, we obtain a representation as
follows, with the ∗ on the right being a free product of pointed Hilbert spaces:

A ∗B → B(l2(A) ∗ l2(B))

Now by composing with the linear form T →< Tξ, ξ >, where ξ = 1A = 1B is the
common distinguished vector of l2(A), l2(B), we obtain a linear form, as follows:

tr : A ∗B → C
It is routine then to check that tr is indeed a trace, and this is the “canonical free

product trace” from the statement. Then, an elementary computation shows that A,B
are free inside A ∗B, with respect to this trace, and this finishes the proof. See [86]. □

More concretely now, we have the following result, also from Voiculescu [86]:
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Theorem 14.8. We have the following results, valid for group algebras:

(1) L(Γ), L(Λ) are independent inside L(Γ× Λ).
(2) L(Γ), L(Λ) are free inside L(Γ ∗ Λ).

Proof. In order to prove these results, we can use the general results in Theorem
14.7, along with the following two isomorphisms, which are both standard:

L(Γ× Λ) = L(Λ)⊗ L(Γ) , L(Γ ∗ Λ) = L(Λ) ∗ L(Γ)
Alternatively, we can check the independence and freeness formulae on group elements,

which is something trivial, and then conclude by linearity. See [86]. □

We have already seen limiting theorems in classical probability, in chapter 13. In order
to deal now with freeness, let us develop some tools. First, we have:

Theorem 14.9. We have a free convolution operation ⊞ for the distributions

µ : C < X,X∗ >→ C
which is well-defined by the following formula, with a, b taken to be free:

µa ⊞ µb = µa+b

This restricts to an operation, still denoted ⊞, on the real probability measures.

Proof. We have several verifications to be performed here, as follows:

(1) We first have to check that given two variables a, b which live respectively in
certain C∗-algebras A,B, we can recover inside some C∗-algebra C, with exactly the
same distributions µa, µb, as to be able to sum them and talk about µa+b. But this comes
from Theorem 14.7, because we can set C = A ∗B, as explained there.

(2) The other verification which is needed is that of the fact that if two variables a, b
are free, then the distribution µa+b depends only on the distributions µa, µb. But for this
purpose, we can use the general formula from Proposition 14.6, namely:

tr(a1b1a2b2 . . .) = P
(
{tr(ai1ai2 . . .)}i, {tr(bj1bj2 . . .)}j

)
Now by plugging in arbitrary powers of a, b as variables ai, bj, we obtain a family of

formulae of the following type, with Q being certain polyomials:

tr(ak1bl1ak2bl2 . . .) = Q
(
{tr(ak)}k, {tr(bl)}l

)
Thus the moments of a+ b depend only on the moments of a, b, with of course colored

exponents in all this, according to our moment conventions, and this gives the result.

(3) Finally, in what regards the last assertion, regarding the real measures, this is clear
from the fact that if the variables a, b are self-adjoint, then so is their sum a+ b. □

Along the same lines, but with some technical subtleties this time, we can talk as well
about multiplicative free convolution, following again Voiculescu, as follows:
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Theorem 14.10. We have a free convolution operation ⊠ for the distributions

µ : C < X,X∗ >→ C

which is well-defined by the following formula, with a, b taken to be free:

µa ⊠ µb = µab

In the case of the self-adjoint variables, we can equally set

µa ⊠ µb = µ√
ab

√
a

and so we have an operation, still denoted ⊠, on the real probability measures.

Proof. We have two statements here, the idea being as follows:

(1) The verifications for the fact that ⊠ as above is indeed well-defined at the general
distribution level are identical to those done before for ⊞, with the result basically coming
from the formula in Proposition 14.6, and with Theorem 14.7 invoked as well, in order to
say that we have a model, and so we can indeed use this formula.

(2) Regarding now the last assertion, regarding the real measures, this was something
trivial for ⊞, but is something trickier now for ⊠, because if we take a, b to be self-adjoint,
thier product ab will in general not be self-adjoint, and definitely it will be not if we want
a, b to be free, and so the formula µa ⊠ µb = µab will apparently makes us exit the world
of real probability measures. However, this is not exactly the case. Indeed, let us set:

c =
√
ab
√
a

This new variable is then self-adjoint, and its moments are given by:

tr(ck) = tr[(
√
ab
√
a)k]

= tr[
√
aba . . . ab

√
a]

= tr[
√
a ·

√
aba . . . ab]

= tr[(ab)k]

Thus, we are led to the conclusion in the statement. □

In order to advance now, we would need an analogue of the Fourier transform, or
rather of the log of the Fourier transform. Quite remarkably, such a transform exists
indeed, the precise result here, due to Voiculescu [86], being as follows:

Theorem 14.11. Given a probability measure µ, define its R-transform as follows:

Gµ(ξ) =

∫
R

dµ(t)

ξ − t
=⇒ Gµ

(
Rµ(ξ) +

1

ξ

)
= ξ

The free convolution operation is then linearized by the R-transform.
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Proof. This is something quite tricky, the idea being as follows:

(1) In order to model the free convolution, the best is to use creation operators on free
Fock spaces, corresponding to the semigroup von Neumann algebras L(N∗k). Indeed, we
have some freeness here, a bit in the same way as in the free group algebras L(Fk).

(2) The point now, motivating this choice, is that the variables of type S∗+f(S), with
S ∈ L(N) being the shift, and with f ∈ C[X] being an arbitrary polynomial, are easily
seen to model in moments all the possible distributions µ : C[X] → C.

(3) Now let f, g ∈ C[X] and consider the variables S∗ + f(S) and T ∗ + g(T ), where
S, T ∈ L(N ∗ N) are the shifts corresponding to the generators of N ∗ N. These variables
are free, and by using a 45◦ argument, their sum has the same law as S∗ + (f + g)(S).

(4) Thus the operation µ → f linearizes the free convolution. We are therefore left
with a computation inside L(N), which is elementary, and whose conclusion is that Rµ = f
can be recaptured from µ via the Cauchy transform Gµ, as in the statement. □

With the above linearization technology in hand, we can now establish the following
remarkable free analogue of the CLT, also due to Voiculescu [86]:

Theorem 14.12 (Free CLT). Given self-adjoint variables x1, x2, x3, . . . , which are
f.i.d., centered, with variance t > 0, we have, with n→ ∞, in moments,

1√
n

n∑
i=1

xi ∼ γt

where γt =
1

2πt

√
4t− x2dx is the Wigner semicircle law of parameter t.

Proof. We follow the same idea as in the proof of the CLT:

(1) At t = 1, the R-transform of the variable in the statement can be computed by
using the linearization property from Theorem 14.11, and is given by:

R(ξ) = nRx

(
ξ√
n

)
≃ ξ

(2) On the other hand, some standard computations show that the Cauchy transform
of the Wigner law γ1 satisfies the following equation:

Gγ1

(
ξ +

1

ξ

)
= ξ

Thus, by using Theorem 14.11, we have the following formula:

Rγ1(ξ) = ξ

(3) We conclude that the laws in the statement have the same R-transforms, and so
they are equal. The passage to the general case, t > 0, is routine, by dilation. □

In the complex case now, we have a similar result, also from [86], as follows:
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Theorem 14.13 (Free CCLT). Given random variables x1, x2, x3, . . . which are f.i.d.,
centered, with variance t > 0, we have, with n→ ∞, in moments,

1√
n

n∑
i=1

xi ∼ Γt

where Γt = law
(
(a + ib)/

√
2
)
, with a, b being free, each following the Wigner semicircle

law γt, is the Voiculescu circular law of parameter t.

Proof. This follows indeed from the free CLT, established before, simply by taking
real and imaginary parts of all the variables involved. □

Now that we are done with the basic results in continuous case, let us discuss as well
the discrete case. We can establish a free version of the PLT, as follows:

Theorem 14.14 (Free PLT). The following limit converges, for any t > 0,

lim
n→∞

((
1− t

n

)
δ0 +

t

n
δ1

)⊞n

and we obtain the Marchenko-Pastur law of parameter t,

πt = max(1− t, 0)δ0 +

√
4t− (x− 1− t)2

2πx
dx

also called free Poisson law of parameter t.

Proof. Let µ be the measure in the statement, appearing under the convolution sign.
The Cauchy transform of this measure is elementary to compute, given by:

Gµ(ξ) =

(
1− t

n

)
1

ξ
+
t

n
· 1

ξ − 1

By using Theorem 14.11, we want to compute the following R-transform:

R = Rµ⊞n(y) = nRµ(y)

We know that the equation for this function R is as follows:(
1− t

n

)
1

y−1 +R/n
+
t

n
· 1

y−1 +R/n− 1
= y

With n→ ∞ we obtain from this the following formula:

R =
t

1− y

But this being the R-transform of πt, via some calculus, we are done. □

As a first application now of all this, following Voiculescu [87], we have:
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Theorem 14.15. Given a sequence of complex Gaussian matrices ZN ∈MN(L
∞(X)),

having independent Gt variables as entries, with t > 0, we have

ZN√
N

∼ Γt

in the N → ∞ limit, with the limiting measure being Voiculescu’s circular law.

Proof. We know from chapter 13 that the asymptotic moments are:

Mk

(
ZN√
N

)
≃ t|k|/2|NC2(k)|

On the other hand, the free Fock space analysis done in the proof of Theorem 14.11
shows that we have, with the notations there, the following formulae:

S + S∗ ∼ γ1 , S + T ∗ ∼ Γ1

By doing some combinatorics, this shows that an abstract noncommutative variable
a ∈ A is circular, following the law Γt, precisely when its moments are:

Mk(a) = t|k|/2|NC2(k)|
Thus, we are led to the conclusion in the statement. See [87]. □

Next in line, comes the main result of Voiculescu in [87], as follows:

Theorem 14.16. Given a family of sequences of Wigner matrices,

Zi
N ∈MN(L

∞(X)) , i ∈ I

with pairwise independent entries, each following the complex normal law Gt, with t > 0,
up to the constraint Zi

N = (Zi
N)

∗, the rescaled sequences of matrices

Zi
N√
N

∈MN(L
∞(X)) , i ∈ I

become with N → ∞ semicircular, each following the Wigner law γt, and free.

Proof. We can assume that we are dealing with 2 sequences of matrices, ZN , Z
′
N . In

order to prove the asymptotic freeness, consider the following matrix:

YN =
1√
2
(ZN + iZ ′

N)

This is then a complex Gaussian matrix, so by using Theorem 14.15, we have:

YN√
N

∼ Γt

We are therefore in the situation where (ZN + iZ ′
N)/

√
N , which has asymptotically

semicircular real and imaginary parts, converges to the distribution of a free combination
of such variables. Thus ZN , Z

′
N become asymptotically free, as desired. □
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Getting now to the complex case, we have a similar result here, as follows:

Theorem 14.17. Given a family of sequences of complex Gaussian matrices,

Zi
N ∈MN(L

∞(X)) , i ∈ I

with pairwise independent entries, each following the law Gt, with t > 0, the matrices

Zi
N√
N

∈MN(L
∞(X)) , i ∈ I

become with N → ∞ circular, each following the Voiculescu law Γt, and free.

Proof. This follows indeed from Theorem 14.16, which applies to the real and imag-
inary parts of our complex Gaussian matrices, and gives the result. □

Finally, we have as well a similar result for the Wishart matrices, as follows:

Theorem 14.18. Given a family of sequences of complex Wishart matrices,

Zi
N = Y i

N(Y
i
N)

∗ ∈MN(L
∞(X)) , i ∈ I

with each Y i
N being a N ×M matrix, with entries following the normal law G1, and with

all these entries being pairwise independent, the rescaled sequences of matrices

Zi
N

N
∈MN(L

∞(X)) , i ∈ I

become with M = tN → ∞ Marchenko-Pastur, each following the law πt, and free.

Proof. Here the first assertion is the Marchenko-Pastur theorem, from chapter 13,
and the second assertion follows from Theorem 14.16, or from Theorem 14.17. □

Let us develop now some further limiting theorems, classical and free. We have the
following definition, extending the Poisson limit theory developed before:

Definition 14.19. Associated to any compactly supported positive measure ρ on C
are the probability measures

pρ = lim
n→∞

((
1− c

n

)
δ0 +

1

n
ρ

)∗n

, πρ = lim
n→∞

((
1− c

n

)
δ0 +

1

n
ρ

)⊞n

where c = mass(ρ), called compound Poisson and compound free Poisson laws.

In what follows we will be interested in the case where ρ is discrete, as is for instance
the case for ρ = tδ1 with t > 0, which produces the Poisson and free Poisson laws. The
following result allows one to detect compound Poisson/free Poisson laws:

Proposition 14.20. For ρ =
∑s

i=1 ciδzi with ci > 0 and zi ∈ C, we have

Fpρ(y) = exp

(
s∑

i=1

ci(e
iyzi − 1)

)
, Rπρ(y) =

s∑
i=1

cizi
1− yzi

where F,R denote respectively the Fourier transform, and Voiculescu’s R-transform.
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Proof. Let ηn be the measure appearing in Definition 14.19. We have:

Fηn(y) =
(
1− c

n

)
+

1

n

s∑
i=1

cie
iyzi =⇒ Fη∗nn (y) =

((
1− c

n

)
+

1

n

s∑
i=1

cie
iyzi

)n

=⇒ Fpρ(y) = exp

(
s∑

i=1

ci(e
iyzi − 1)

)
Also, the Cauchy transform of ηn is then given by the following formula:

Gηn(ξ) =
(
1− c

n

) 1

ξ
+

1

n

s∑
i=1

ci
ξ − zi

Consider now the R-transform of the measure η⊞n
n , which is given by:

Rη⊞n
n
(y) = nRηn(y)

By using the general theory of the R-transform, from before, the above formula of Gηn

shows that the equation for R = Rη⊞n
n

is as follows:(
1− c

n

) 1

1/y +R/n
+

1

n

s∑
i=1

ci
1/y +R/n− zi

= y

=⇒
(
1− c

n

) 1

1 + yR/n
+

1

n

s∑
i=1

ci
1 + yR/n− yzi

= 1

Now multiplying by n, then rearranging the terms, and letting n→ ∞, we get:

c+ yR

1 + yR/n
=

s∑
i=1

ci
1 + yR/n− yzi

=⇒ c+ yRπρ(y) =
s∑

i=1

ci
1− yzi

=⇒ Rπρ(y) =
s∑

i=1

cizi
1− yzi

Thus, we are led to the conclusion in the statement. □

We have the following result, providing an alternative to Definition 14.19, which will
be our formulation here of the Compond Poisson Limit Theorem, classical and free:

Theorem 14.21 (CPLT). For ρ =
∑s

i=1 ciδzi with ci > 0 and zi ∈ C, we have

pρ/πρ = law

(
s∑

i=1

ziαi

)
where the variables αi are Poisson/free Poisson(ci), independent/free.

Proof. This follows indeed from the fact that the the Fourier/R-transform of the
variable in the statement is given by the formulae in Proposition 14.20. □
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We will be mainly interested in what follows in the main examples of classical and
free compound Poisson laws, which are constructed as follows:

Definition 14.22. The Bessel and free Bessel laws are the compound Poisson laws

bst = ptεs , βs
t = πtεs

where εs is the uniform measure on the s-th roots unity. In particular:

(1) At s = 1 we obtain the usual Poisson and free Poisson laws, pt, πt.
(2) At s = 2 we obtain the “real” Bessel and free Bessel laws, denoted bt, βt.
(3) At s = ∞ we obtain the “complex” Bessel and free Bessel laws, denoted Bt,Bt.

There is a lot of theory regarding these laws, and we refer here to the literature. We
will be back to these laws, which are quite fundamental, in a moment.

14b.

14c.

14d.

14e. Exercises

Exercises:

Exercise 14.23.

Exercise 14.24.

Exercise 14.25.

Exercise 14.26.

Exercise 14.27.

Exercise 14.28.

Exercise 14.29.

Exercise 14.30.

Bonus exercise.



CHAPTER 15

Advanced calculus

15a. Advanced calculus

15b.

15c.

15d.

15e. Exercises

Exercises:

Exercise 15.1.

Exercise 15.2.

Exercise 15.3.

Exercise 15.4.

Exercise 15.5.

Exercise 15.6.

Exercise 15.7.

Exercise 15.8.

Bonus exercise.

177





CHAPTER 16

Matrix models

16a. Models, level

You can model everything with random matrices, the saying in analysis goes. In this
chapter we discuss modelling questions for the affine manifolds X ⊂ SN−1

C,+ , and then for

the projective manifolds X ⊂ PN−1
+ . Let us start with a key definition, as follows:

Definition 16.1. A matrix model for a noncommutative algebraic manifold X ⊂
SN−1
C,+ is a morphism of C∗-algebras of the following type,

π : C(X) →MK(C(T ))

with T being a compact space, and K ∈ N being an integer.

As a first observation, when X happens to be classical, we can take K = 1 and T = X,
and we have a faithful model for our manifold, namely:

id : C(X) →M1(C(X))

In general, we cannot use K = 1, and the smallest value K ∈ N doing the job, if any,
will correspond somehow to the “degree of noncommutativity” of our manifold.

With the help of some von Neumann algebra theory, we can now go ahead with our
program, and discuss von Neumann algebraic extensions. We have the following result:

Theorem 16.2. Given a matrix model π : C(X) → MK(C(T )), with both X,T being
assumed to have integration functionals, the following are equivalent:

(1) π is stationary, in the sense that
∫
X
= (tr ⊗ ∫T )π.

(2) π produces an inclusion π′ : Cred(X) ⊂MK(X(T )).
(3) π produces an inclusion π′′ : L∞(X) ⊂MK(L

∞(T )).

Moreover, in the quantum group case, these conditions imply that π is faithful.

Proof. This is standard functional analysis, as follows:
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(1) Consider the following diagram, with all the solid arrows being by definition the
canonical maps between the algebras concerned:

MK(C(T )) // MK(L
∞(T ))

C(X)

π

OO

// Cred(X) //

π′

``

L∞(X)

π′′

OO

(2) With this picture in hand, the implications (1) ⇐⇒ (2) ⇐⇒ (3) between the
conditions (1,2,3) in the statement are all clear, coming from the basic properties of the
GNS construction, and of the von Neumann algebras, explained in the above.

(3) As for the last assertion, this is something more subtle, coming from the fact that
if L∞(G) is of type I, as required by (3), then G must be coamenable. □

Let us go back now to our basic notion of a matrix model, from Definition 16.1, and
develop some more general theory, in that setting. We first have:

Proposition 16.3. A 1× 1 model for a manifold X ⊂ SN−1
C,+ must come from a map

p : T → Xclass ⊂ X

and π is faithful precisely when X = Xclass, and when p is surjective.

Proof. According to our conventions, a 1 × 1 model for a manifold X ⊂ SN−1
C,+ is

simply a morphism of algebras π : C(X) → C(T ). Now since C(T ) is commutative, this
morphism must factorize through the abelianization of C(X), as follows:

π : C(X) → C(Xclass) → C(T )

Thus, our morphism π must come by transposition from a map p, as claimed. □

In order to generalize the above trivial fact, we can use:

Definition 16.4. Let X ⊂ SN−1
C,+ . We define a closed subspace X(K) ⊂ X by

C(X(K)) = C(X)/JK

where JK is the common null space of matrix representations of C(X), of size L ≤ K,

JK =
⋂
L≤K

⋂
π:C(X)→ML(C)

ker(π)

and we call X(K) the “part of X which is realizable with K ×K models”.
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As a basic example here, the first such space, at K = 1, is the classical version:

X(1) = Xclass

Observe that we have embeddings of quantum spaces, as follows:

X(1) ⊂ X(2) ⊂ X(3) ⊂ . . . . . . ⊂ X(∞) ⊂ X

Getting back now to the case K <∞, we first have the following result:

Proposition 16.5. Consider an algebraic manifold X ⊂ SN−1
C,+ .

(1) Given a closed subspace Y ⊂ X ⊂ SN−1
C,+ , we have Y ⊂ X(K) precisely when any

irreducible representation of C(Y ) has dimension ≤ K.
(2) In particular, we have X(K) = X precisely when any irreducible representation

of C(X) has dimension ≤ K.

Proof. This follows from general C∗-algebra theory, as follows:

(1) If any irreducible representation of C(Y ) has dimension ≤ K, then we have
Y ⊂ X(K), because the irreducible representations of a C∗-algebra separate its points.
Conversely, assuming Y ⊂ X(K), it is enough to show that any irreducible representation
of the algebra C(X(K)) has dimension ≤ K. But this is once again well-known.

(2) This follows indeed from (1). □

The connection with the previous considerations comes from:

Theorem 16.6. If X ⊂ SN−1
C,+ has a faithful matrix model

C(X) →MK(C(T ))

then we have X = X(K).

Proof. This follows from the above, via standard theory for the C∗-algebras. □

We can now discuss the universal K ×K-matrix model, constructed as follows:

Theorem 16.7. Given X ⊂ SN−1
C,+ algebraic, the category of its K×K matrix models,

with K ≥ 1 being fixed, has a universal object as follows:

πK : C(X) →MK(C(TK))

That is, given a model ρ : C(X) →MK(C(T )), we have a diagram of type

C(X)
π //

ρ &&

MK(C(TK))

ww
MK(C(T ))

where the map on the right is unique, and arises from a continuous map T → TK.
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Proof. Consider the universal commutative C∗-algebra generated by elements xij(a),
with 1 ≤ i, j ≤ K and a ∈ O(X), subject to the following relations:

xij(a+ λb) = xij(a) + λxij(b)

xij(ab) =
∑
k

xik(a)xkj(b)

xij(1) = δij

xij(a)
∗ = xji(a

∗)

This algebra is indeed well-defined because of the following relations:∑
l

∑
k

xik(z
∗
l )xki(zl) = 1

Now let TK be the spectrum of this algebra. Since X is algebraic, we have:

π : C(X) →MK(C(TK)) , π(zk) = (xij(zk))

By construction of TK and π, we have the universal matrix model. □

Still following [8], as an illustration for the above, we have:

Proposition 16.8. Let X ⊂ SN−1
C,+ with X algebraic and Xclass ̸= ∅, and let

π : C(X) →MK(C(TK))

be the universal matrix model. Then we have

C(X(K)) = C(X)/Ker(π)

and hence X = X(K) if and only if X has a faithful K ×K-matrix model.

Proof. We have to prove that Ker(π) = JK , the latter ideal being the intersection
of the kernels of all matrix representations as follows, with L ≤ K:

C(X) →ML(C)
For a ̸∈ Ker(π), we see that a ̸∈ JK by evaluating at an appropriate element of

TK . Conversely, assume that we are given a ∈ Ker(π). Let ρ : C(X) → ML(C) be a
representation with L ≤ K, and let ε : C(X) → C be a representation. We can extend ρ
to a representation ρ′ : C(X) →MK(C) by letting, for any b ∈ C(X):

ρ′(b) =

(
ρ(b) 0
0 ε(b)IK−L

)
The universal property of the universal matrix model yields that ρ′(a) = 0, since

π(a) = 0. Thus ρ(a) = 0. We therefore have a ∈ JK , and Ker(π) ⊂ JK , and the first
statement is proved. The last statement follows from the first one. □

Next, we have the following result, also from [8]:
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Proposition 16.9. Let X ⊂ SN−1
C,+ be algebraic, and satisfying:

Xclass ̸= ∅

Then X(K) is algebraic as well.

Proof. We keep the notations above, and consider the following map:

π0 : O(X) →MK(C(TK)) , zl → (xij(zl))

This induces a ∗-algebra map, as follows:

π̃0 : C
∗(O(X)/Ker(π0)) →MK(C(TK))

We need to show that π̃0 is injective. For this purpose, observe that the universal
model factorizes as follows, where p is canonical surjection:

π : C(X)
p→ C∗(O(X)/Ker(π0))

π̃0→MK(C(TK))

We therefore obtain Ker(π) = Ker(p), and we conclude that:

C(X(K)) = C(X)/Ker(p) = C∗(O(X)/Ker(π0))

Thus X(K) is indeed algebraic. Since O(X)/Ker(π0) is isomorphic to a ∗-subalgebra
of MK(C(TK)), it satisfies the standard Amitsur-Levitski polynomial identity:

S2K(x1, . . . , x2K) = 0

By density, so does C∗(O(X)/Ker(π0)). Thus any irreducible representation of the
algebra C∗(O(X)/Ker(π0)) has dimension ≤ K. Consider now an element as follows:

a ∈ C∗(O(X)/Ker(π0))

Assuming a ̸= 0 we can, by the same reasoning as in the previous proof, find a
representation as follows, such that ρ(a) ̸= 0:

ρ : C∗(O(X)/Ker(π0)) →MK(C)

Indeed, a given algebra map ε : C(X) → C induces an algebra map as follows:

C(TK) → C , xij(a) → δijε(a)

But this map enables us to extend representations, as before. By construction the
universal model space yields an algebra map as follows:

MK(C(TK)) →MK(C)

The composition with π̃0p = π is then ρp, so π̃0(a) ̸= 0, and π̃0 is injective. □

Summarizing, we have proved the following result:
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Theorem 16.10. Let X ⊂ SN−1
C,+ be algebraic, satisfying Xclass ̸= ∅. Then we have an

increasing sequence of algebraic submanifolds

Xclass = X(1) ⊂ X(2) ⊂ X(3) ⊂ . . . . . . ⊂ X

with C(X(K)) ⊂MK(C(TK)) being obtained by factorizing the universal model.

Proof. This follows indeed from the above results. □

All the above is quite interesting, and we can say that X ⊂ SN−1
C,+ has matrix level

K ∈ N ∪ {∞} when the inclusion X(K) ⊂ X is an equality, with K being minimal.

16b. Stationary models

As a key illustration for the above modeling theory, let us discuss now the half-
liberation operation, which is connected to X(2). Let us start with:

Theorem 16.11. Given a conjugation-stable closed subgroup H ⊂ UN , consider the
algebra C([H]) ⊂M2(C(H)) generated by the following variables:

uij =

(
0 vij
v̄ij 0

)
Then [H] is a compact quantum group, we have [H] ⊂ O∗

N , and any non-classical subgroup
G ⊂ O∗

N appears in this way, with G = O∗
N itself appearing from H = UN .

Proof. We have several things to be proved, the idea being as follows:

(1) As a first observation, the matrices in the statement are self-adjoint. Let us prove
now that these matrices are orthogonal. We have:∑

k

uikujk =
∑
k

(
0 vik
v̄ik 0

)(
0 vjk
v̄jk 0

)
=

(
1 0
0 1

)
In the other sense, the computation is similar, as follows:∑

k

ukiukj =
∑
k

(
0 vki
v̄ki 0

)(
0 vkj
v̄kj 0

)
=

(
1 0
0 1

)
(2) Our second claim is that the matrices in the statement half-commute. Consider

indeed arbitrary antidiagonal 2× 2 matrices, with commuting entries, as follows:

Xi =

(
0 xi
yi 0

)
We have then the following computation:

XiXjXk =

(
0 xi
yi 0

)(
0 xj
yj 0

)(
0 xk
yk 0

)
=

(
0 xiyjxk

yixjyk 0

)
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Since this quantity is symmetric in i, k, we obtain, as desired:

XiXjXk = XkXjXi

(3) According now to the definition of the quantum group O∗
N , we have a representation

of algebras, as follows where w is the fundamental corepresentation of C(O∗
N):

π : C(O∗
N) →M2(C(H)) , wij → uij

Thus, with the compact quantum space [H] being constructed as in the statement, we
have a representation of algebras, as follows:

ρ : C(O∗
N) → C([H]) , wij → uij

(4) With this in hand, it is routine to check that the compact quantum space [H]
constructed in the statement is indeed a compact quantum group, with this being best
viewed via an equivalent construction, with a quantum group embedding as follows:

C([H]) ⊂ C(H)⋊ Z2

(5) As for the proof of the converse, stating that any non-classical subgroup G ⊂ O∗
N

appears in this way, this is something more tricky.

(6) Finally, we have O∗
N = [UN ], and we will be back to this later. □

Getting now to the manifold case, we have here:

Definition 16.12. The half-classical version of a manifold X ⊂ SN−1
R,+ is given by:

C(X∗) = C(X)
/〈

abc = cba
∣∣∣∀a, b, c ∈ {xi}

〉
We say that X is half-classical when X = X∗.

In order to understand now the structure of X∗, we can use an old matrix model
method, which goes back to Bichon-Dubois-Violette, and then to Bichon.

This is based on the following observation, that we already met in the above:

Proposition 16.13. For any z ∈ CN , the matrices

Xi =

(
0 zi
z̄i 0

)
are self-adjoint, and half-commute.

Proof. This is indeed something that we know from the above. □

We will need an abstract definition, as follows:
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Definition 16.14. Given a noncommutative polynomial f ∈ R < x1, . . . , xN > in N
variables, we define a usual polynomial in 2N variables

f ◦ ∈ R[z1, . . . , zN , z̄1, . . . , z̄N ]

according to the formula

f = xi1xi2xi3xi4 . . . =⇒ f ◦ = zi1 z̄i2zi3 z̄i4 . . .

in the monomial case, and then by extending this correspondence, by linearity.

As a basic example here, the polynomial defining the free real sphere SN−1
R,+ produces

in this way the polynomial defining the complex sphere SN−1
C :

f = x21 + . . .+ x2N =⇒ f ◦ = |z1|2 + . . .+ |zN |2

Also, given a polynomial f ∈ R < x1, . . . , xN >, we can decompose it into its even and
odd parts, f = g + h, by putting into g/h the monomials of even/odd length. Observe
that with z = (z1, . . . , zN), these odd and even parts are given by:

g(z) =
f(z) + f(−z)

2
, h(z) =

f(z)− f(−z)
2

With these conventions, we have the following result:

Proposition 16.15. Given a manifold X, coming from a family of noncommutative
polynomials {fα} ⊂ R < x1, . . . , xN >, we have a morphism algebras

π : C(X) →M2(C) , π(xi) =

(
0 zi
z̄i 0

)
precisely when z = (z1, . . . , zN) ∈ CN belongs to the real algebraic manifold

Y =
{
z ∈ CN

∣∣∣g◦α(z1, . . . , zN) = h◦α(z1, . . . , zN) = 0,∀α
}

where fα = gα + hα is the even/odd decomposition of fα.

Proof. Let Xi be the matrices in the statement. In order for xi → Xi to define a
morphism of algebras, these matrices must satisfy the equations defining X. Thus, the
space Y in the statement consists of the points z = (z1, . . . , zN) ∈ CN satisfying:

fα(X1, . . . , XN) = 0 , ∀α
Now observe that the matrices Xi in the statement multiply as follows:

Xi1Xj1 . . . XikXjk =

(
zi1 z̄j1 . . . zik z̄jk 0

0 z̄i1zj1 . . . z̄ikzjk

)
Xi1Xj1 . . . XikXjkXik+1

=

(
0 zi1 z̄j1 . . . zik z̄jkzik+1

z̄i1zj1 . . . z̄ikzjk z̄ik+1
0

)
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We therefore obtain, in terms of the even/odd decomposition fα = gα + hα:

fα(X1, . . . , XN) =

g◦α(z1, . . . , zN) h◦α(z1, . . . , zN)

h◦α(z1, . . . , zN) g◦α(z1, . . . , zN)


Thus, we obtain the equations for Y from the statement. □

As a first consequence, of theoretical interest, a necessary condition for X to exist is
that the manifold Y ⊂ CN constructed above must be compact, and we will be back to
this later. In order to discuss now modeling questions, we will need as well:

Definition 16.16. Assuming that we are given a manifold Z, appearing via

C(Z) = C∗
(
z1, . . . , zN

∣∣∣fα(z1, . . . , zN) = 0
)

we define the projective version of Z to be the quotient space Z → PZ corresponding to
the subalgebra C(PZ) ⊂ C(Z) generated by the variables xij = ziz

∗
j .

The relation with the half-classical manifolds comes from the fact that the projective
version of a half-classical manifold is classical. Indeed, from abc = cba we obtain:

ab · cd = (abc)d

= (cba)d

= c(bad)

= c(dab)

= cd · ab
Finally, let us call as before “matrix model” any morphism of unital C∗-algebras

f : A → B, with target algebra B = MK(C(Y )), with K ∈ N, and Y being a compact
space. With these conventions, following Bichon, we have the following result:

Theorem 16.17. Given a half-classical manifold X which is symmetric, in the sense
that all its defining polynomials fα are even, its universal 2× 2 antidiagonal model,

π : C(X) →M2(C(Y ))

where Y is the manifold constructed in Proposition 16.15, is faithful. In addition, the
construction X → Y is such that X exists precisely when Y is compact.

Proof. We use a standard trick. Indeed, the universal model π in the statement
induces, at the level of projective versions, a certain representation:

C(PX) →M2(C(PY ))

By using the multiplication formulae from the proof of Proposition 16.15, the image of
this representation consists of diagonal matrices, and the upper left components of these
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matrices are the standard coordinates of PY . Thus, we have an isomorphism:

PX ≃ PY

We can conclude then by using a grading trick. □

The above result shows that when X is symmetric, we have X∗ ⊂ X(2). Going beyond
this observation is an interesting problem. In what follows, we will rather need a more
detailed version of the above result. For this purpose, we can use:

Definition 16.18. Associated to any compact manifold Y ⊂ CN is the real compact
half-classical manifold [Y ], having as coordinates the following variables,

Xi =

(
0 zi
z̄i 0

)
where z1, . . . , zN are the standard coordinates on Y . In other words, [Y ] is given by the
fact that C([Y ]) ⊂M2(C(Y )) is the algebra generated by these matrices.

Here the fact that the manifold [Y ] is indeed half-classical follows from the results
above. As for the fact that [Y ] is indeed algebraic, this follows from Theorem 16.17. Now
with this notion in hand, we can reformulate Theorem 16.17, as follows:

Theorem 16.19. The symmetric half-classical manifolds X appear as follows:

(1) We have X = [Y ], for a certain conjugation-invariant subspace Y ⊂ CN .
(2) PX = P [Y ], and X is maximal with this property.
(3) In addition, we have an embedding C([X]) ⊂ C(X)⋊ Z2.

Proof. This follows from Theorem 16.17, with the embedding in (3) being con-
structed via xi = zi ⊗ τ , where τ is the standard generator of Z2. □

Many other things can be said, as a continuation of the above, for instance by using
cyclic N ×N matrices, instead of antidiagonal 2× 2 matrices.

16c. Inner faithfulness

Let us discuss now some more subtle examples of stationary models, related to the
Pauli matrices, and Weyl matrices, and physics. We first have:

Definition 16.20. Given a finite abelian group H, the associated Weyl matrices are

Wia : eb →< i, b > ea+b

where i ∈ H, a, b ∈ Ĥ, and where (i, b) →< i, b > is the Fourier coupling H × Ĥ → T.

As a basic example, consider the simplest cyclic group, namely:

H = Z2 = {0, 1}
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Here the Fourier coupling is < i, b >= (−1)ib, and the Weyl matrices act as follows:

W00 : eb → eb , W10 : eb → (−1)beb

W11 : eb → (−1)beb+1 , W01 : eb → eb+1

Thus, we have the following formulae for the Weyl matrices:

W00 =

(
1 0
0 1

)
, W10 =

(
1 0
0 −1

)
W11 =

(
0 −1
1 0

)
, W01 =

(
0 1
1 0

)
We recognize here, up to some multiplicative factors, the four Pauli matrices. Now

back to the general case, we have the following well-known result:

Proposition 16.21. The Weyl matrices are unitaries, and satisfy:

(1) W ∗
ia =< i, a > W−i,−a.

(2) WiaWjb =< i, b > Wi+j,a+b.
(3) WiaW

∗
jb =< j − i, b > Wi−j,a−b.

(4) W ∗
iaWjb =< i, a− b > Wj−i,b−a.

Proof. The unitarity follows from (3,4), and the rest of the proof goes as follows:

(1) We have indeed the following computation:

W ∗
ia =

(∑
b

< i, b > Ea+b,b

)∗

=
∑
b

< −i, b > Eb,a+b

=
∑
b

< −i, b− a > Eb−a,b

= < i, a > W−i,−a

(2) Here the verification goes as follows:

WiaWjb =

(∑
d

< i, b+ d > Ea+b+d,b+d

)(∑
d

< j, d > Eb+d,d

)
=

∑
d

< i, b >< i+ j, d > Ea+b+d,d

= < i, b > Wi+j,a+b

(3,4) By combining the above two formulae, we obtain:

WiaW
∗
jb = < j, b > WiaW−j,−b

= < j, b >< i,−b > Wi−j,a−b



190 16. MATRIX MODELS

We obtain as well the following formula:

W ∗
iaWjb = < i, a > W−i,−aWjb

= < i, a >< −i, b > Wj−i,b−a

But this gives the formulae in the statement, and we are done. □

With n = |H|, we can use an isomorphism l2(Ĥ) ≃ Cn as to view each Wia as a usual
matrix, Wia ∈Mn(C), and hence as a usual unitary, Wia ∈ Un. Also, given a vector ξ, we
denote by Proj(ξ) the orthogonal projection onto Cξ. Following [8], we have:

Proposition 16.22. Given a closed subgroup E ⊂ Un, we have a representation

πH : C(S+
N) →MN(C(E))

wia,jb → [U → Proj(WiaUW
∗
jb)]

where n = |H|, N = n2, and where Wia are the Weyl matrices associated to H.

Proof. The Weyl matrices being given by Wia : eb →< i, b > ea+b, we have:

tr(Wia) =

{
1 if (i, a) = (0, 0)

0 if (i, a) ̸= (0, 0)

Together with the formulae in Proposition 16.21, this shows that the Weyl matrices
are pairwise orthogonal with respect to the following scalar product on Mn(C):

< x, y >= tr(xy∗)

Thus, these matrices form an orthogonal basis of Mn(C), consisting of unitaries:

W =
{
Wia

∣∣∣i ∈ H, a ∈ Ĥ
}

Thus, each row and each column of the matrix ξia,jb = WiaUW
∗
jb is an orthogonal basis

of Mn(C), and so the corresponding projections form a magic unitary, as claimed. □

We will need the following well-known result:

Proposition 16.23. With T = Proj(x1) . . . P roj(xp) and ||xi|| = 1 we have

< Tξ, η >=< ξ, xp >< xp, xp−1 > . . . < x2, x1 >< x1, η >

for any ξ, η. In particular, we have:

Tr(T ) =< x1, xp >< xp, xp−1 > . . . < x2, x1 >
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Proof. For ||x|| = 1 we have Proj(x)ξ =< ξ, x > x. This gives:

Tξ = Proj(x1) . . . P roj(xp)ξ

= Proj(x1) . . . P roj(xp−1) < ξ, xp > xp

= Proj(x1) . . . P roj(xp−2) < ξ, xp >< xp, xp−1 > xp−1

= . . .

= < ξ, xp >< xp, xp−1 > . . . < x2, x1 > x1

Now by taking the scalar product with η, this gives the first assertion. As for the
second assertion, this follows from the first assertion, by summing over ξ = η = ei. □

Now back to the Weyl matrix models, let us first compute Tp. We have:

Proposition 16.24. We have the formula

(Tp)ia,jb =
1

N
< i1, a1 − ap > . . . < ip, ap − ap−1 >< j1, b1 − b2 > . . . < jp, bp − b1 >∫

E

tr(Wi1−i2,a1−a2UWj2−j1,b2−b1U
∗) . . . tr(Wip−i1,ap−a1UWj1−jp,b1−bpU

∗)dU

with all the indices varying in a cyclic way.

Proof. By using the trace formula in Proposition 16.23, we obtain:

(Tp)ia,jb

=

(
tr ⊗

∫
E

)(
Proj(Wi1a1UW

∗
j1b1

) . . . P roj(WipapUW
∗
jpbp)

)
=

1

N

∫
E

< Wi1a1UW
∗
j1b1

,WipapUW
∗
jpbp > . . . < Wi2a2UW

∗
j2b2

,Wi1a1UW
∗
j1b1

> dU

In order to compute now the scalar products, observe that we have:

< WiaUW
∗
jb,WkcUW

∗
ld > = tr(WjbU

∗W ∗
iaWkcUW

∗
ld)

= tr(W ∗
iaWkcUW

∗
ldWjbU

∗)

= < i, a− c >< l, d− b > tr(Wk−i,c−aUWj−l,b−dU
∗)

By plugging these quantities into the formula of Tp, we obtain the result. □

Consider now the Weyl group W = {Wia} ⊂ Un, that we already met in the proof of
Proposition 16.23. We have the following result, from [8]:

Theorem 16.25. For any compact group W ⊂ E ⊂ Un, the model

πH : C(S+
N) →MN(C(E))

wia,jb → [U → Proj(WiaUW
∗
jb)]

constructed above is stationary on its image.
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Proof. We must prove that we have T 2
p = Tp. We have:

(T 2
p )ia,jb

=
∑
kc

(Tp)ia,kc(Tp)kc,jb

=
1

N2

∑
kc

< i1, a1 − ap > . . . < ip, ap − ap−1 >< k1, c1 − c2 > . . . < kp, cp − c1 >

< k1, c1 − cp > . . . < kp, cp − cp−1 >< j1, b1 − b2 > . . . < jp, bp − b1 >∫
E

tr(Wi1−i2,a1−a2UWk2−k1,c2−c1U
∗) . . . tr(Wip−i1,ap−a1UWk1−kp,c1−cpU

∗)dU∫
E

tr(Wk1−k2,c1−c2VWj2−j1,b2−b1V
∗) . . . tr(Wkp−k1,cp−c1VWj1−jp,b1−bpV

∗)dV

By rearranging the terms, this formula becomes:

(T 2
p )ia,jb

=
1

N2
< i1, a1 − ap > . . . < ip, ap − ap−1 >< j1, b1 − b2 > . . . < jp, bp − b1 >∫

E

∫
E

∑
kc

< k1 − kp, c1 − cp > . . . < kp − kp−1, cp − cp−1 >

tr(Wi1−i2,a1−a2UWk2−k1,c2−c1U
∗)tr(Wk1−k2,c1−c2VWj2−j1,b2−b1V

∗)

. . . . . .

tr(Wip−i1,ap−a1UWk1−kp,c1−cpU
∗)tr(Wkp−k1,cp−c1VWj1−jp,b1−bpV

∗)dUdV

Let us denote by I the above double integral. By using W ∗
kc =< k, c > W−k,−c for

each of the couplings, and by moving as well all the U∗ variables to the left, we obtain:

I =

∫
E

∫
E

∑
kc

tr(U∗Wi1−i2,a1−a2UWk2−k1,c2−c1)tr(W
∗
k2−k1,c2−c1

VWj2−j1,b2−b1V
∗)

. . . . . .

tr(U∗Wip−i1,ap−a1UWk1−kp,c1−cp)tr(W
∗
k1−kp,c1−cpVWj1−jp,b1−bpV

∗)dUdV

In order to perform now the sums, we use the following formula:

tr(AWkc)tr(W
∗
kcB) =

1

N

∑
qrst

Aqr(Wkc)rq(W
∗
kc)stBts

=
1

N

∑
qrst

Aqr < k, q > δr−q,c < k,−s > δt−s,cBts

=
1

N

∑
qs

< k, q − s > Aq,q+cBs+c,s
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If we denote by Ax, Bx the variables which appear in the formula of I, we have:

I

=
1

Np

∫
E

∫
E

∑
kcqs

< k2 − k1, q1 − s1 > . . . < k1 − kp, qp − sp >

(A1)q1,q1+c2−c1(B1)s1+c2−c1,s1 . . . (Ap)qp,qp+c1−cp(Bp)sp+c1−cp,sp

=
1

Np

∫
E

∫
E

∑
kcqs

< k1, qp − sp − q1 + s1 > . . . < kp, qp−1 − sp−1 − qp + sp >

(A1)q1,q1+c2−c1(B1)s1+c2−c1,s1 . . . (Ap)qp,qp+c1−cp(Bp)sp+c1−cp,sp

Now observe that we can perform the sums over k1, . . . , kp. We obtain in this way a
multiplicative factor np, along with the condition:

q1 − s1 = . . . = qp − sp

Thus we must have qx = sx + a for a certain a, and the above formula becomes:

I =
1

np

∫
E

∫
E

∑
csa

(A1)s1+a,s1+c2−c1+a(B1)s1+c2−c1,s1 . . . (Ap)sp+a,sp+c1−cp+a(Bp)sp+c1−cp,sp

Consider now the variables rx = cx+1 − cx, which altogether range over the set Z of
multi-indices having sum 0. By replacing the sum over cx with the sum over rx, which
creates a multiplicative n factor, we obtain the following formula:

I =
1

np−1

∫
E

∫
E

∑
r∈Z

∑
sa

(A1)s1+a,s1+r1+a(B1)s1+r1,s1 . . . (Ap)sp+a,sp+rp+a(Bp)sp+rp,sp

For an arbitrary multi-index r, we have the following formula:

δ∑
i ri,0

=
1

n

∑
i

< i, r1 > . . . < i, rp >

Thus, we can replace the sum over r ∈ Z by a full sum, as follows:

I =
1

np

∫
E

∫
E

∑
rsia

< i, r1 > (A1)s1+a,s1+r1+a(B1)s1+r1,s1

. . . . . .

< i, rp > (Ap)sp+a,sp+rp+a(Bp)sp+rp,sp

In order to “absorb” now the indices i, a, we can use the following formula:

W ∗
iaAWia

=

(∑
b

< i,−b > Eb,a+b

)(∑
bc

Ea+b,a+cAa+b,a+c

)(∑
c

< i, c > Ea+c,c

)
=

∑
bc

< i, c− b > EbcAa+b,a+c
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Thus we have the following formula:

(W ∗
iaAWia)bc =< i, c− b > Aa+b,a+c

With this in hand, our formula becomes:

I

=
1

np

∫
E

∫
E

∑
rsia

(W ∗
iaA1Wia)s1,s1+r1(B1)s1+r1,s1 . . . (W

∗
iaApWia)sp,sp+rp(Bp)sp+rp,sp

=

∫
E

∫
E

∑
ia

tr(W ∗
iaA1WiaB1) . . . . . . tr(W

∗
iaApWiaBp)

Now by replacing Ax, Bx with their respective values, we obtain:

I =

∫
E

∫
E

∑
ia

tr(W ∗
iaU

∗Wi1−i2,a1−a2UWiaVWj2−j1,b2−b1V
∗)

. . . . . .

tr(W ∗
iaU

∗Wip−i1,ap−a1UWiaVWj1−jp,b1−bpV
∗)dUdV

By moving the W ∗
iaU

∗ variables at right, we obtain, with Sia = UWiaV :

I =
∑
ia

∫
E

∫
E

tr(Wi1−i2,a1−a2SiaWj2−j1,b2−b1S
∗
ia)

. . . . . .

tr(Wip−i1,ap−a1SiaWj1−jp,b1−bpS
∗
ia)dUdV

Now since Sia is Haar distributed when U, V are Haar distributed, we obtain:

I = N

∫
E

∫
E

tr(Wi1−i2,a1−a2UWj2−j1,b2−b1U
∗) . . . tr(Wip−i1,ap−a1UWj1−jp,b1−bpU

∗)dU

But this is exactly N times the integral in the formula of (Tp)ia,jb, from Proposition
16.24. Since the N factor cancels with one of the two N factors that we found in the
beginning of the proof, when first computing (T 2

p )ia,jb, we are done. □

As an illustration for the above result, going back to [8], we have:

Theorem 16.26. We have a stationary matrix model

π : C(S+
4 ) ⊂M4(C(SU2))

given on the standard coordinates by the formula

π(uij) = [x→ Proj(cixcj)]

where x ∈ SU2, and c1, c2, c3, c4 are the Pauli matrices.
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Proof. As already explained in the comments following Definition 16.20, the Pauli
matrices appear as particular cases of the Weyl matrices:

W00 =

(
1 0
0 1

)
, W10 =

(
1 0
0 −1

)
W11 =

(
0 −1
1 0

)
, W01 =

(
0 1
1 0

)
Thus, Theorem 16.25 produces in this case the model in the statement. □

Observe that, since the projection Proj(cixcj) depends only on the image of x in the
quotient SU2 → SO3, we can replace the model space SU2 by the smaller space SO3.
This can be used in conjunction with the isomorphism S+

4 ≃ SO−1
3 , and as explained in

[8], our model becomes in this way something more conceptual, as follows:

π : C(SO−1
3 ) ⊂M4(C(SO3))

As a philosophical conclusion, to this and to some previous findings as well, no matter
what we do, we always end up getting back to SU2, SO3. Thus, we are probably doing
some physics here. This is indeed the case, the above computations being closely related to
the standard computations for the Ising and Potts models. The general relation, however,
between quantum permutations and lattice models, is not axiomatixed yet.

We know from the above that we have a stationary matrix model for the algebra
C(S+

4 ). In view of [8], this suggests the following conjecture:

Conjecture 16.27. Given a quantum permutation group of 4 points,

G ⊂ S+
4 ≃ SO−1

3

coming by twisting a usual ADE subgroup of the group SO3,

H ⊂ SO3

the restriction of the Pauli model for C(S+
4 ), with fibers coming from the elements of

H ⊂ SO3, has the algebra C(G) as Hopf image.

To be more precise, the main result from the previous section tells us that the con-
jecture holds for G = S+

4 itself. Indeed, here we have H = SO3, so the corresponding
restriction of the Pauli model for C(S+

4 ) is the Pauli model itself, and this model being
stationary, its Hopf image is the algebra C(S+

4 ) itself, as stated.

In general, the above conjecture does not look that scary, because the same methods
used for S+

4 can be used for any subgroup G ⊂ S+
4 . However, the problem is that, unless

a global method in order to uniformly deal with the problem is found, this would need a
case-by-case study depending on G ⊂ S+

4 , which looks quite time-consuming.
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16d. Universal models

Following [8], let us study now the universal flat model for C(S+
N). Given a flat magic

unitary u = (uij), we can write it, in a non-unique way, as follows:

uij = Proj(ξij)

The array ξ = (ξij) is then a “magic basis”, in the sense that each of its rows and
columns is an orthonormal basis of CN , and with this being an interesting combinatorial
notion, mixing linear algebra and design theory. More on such magic bases later.

In relation now with universal models, we are led to two spaces, as follows:

Definition 16.28. Associated to any N ∈ N are the following spaces:

(1) XN , the space of all N ×N flat magic unitaries u = (uij).
(2) KN , the space of all N ×N magic bases ξ = (ξij).

Let us recall now that the rank 1 projections p ∈ MN(C) can be identified with the
corresponding 1-dimensional subspaces E ⊂ CN , which are by definition the elements
of the complex projective space PN−1

C . In addition, if we consider the complex sphere,
SN−1
C = {z ∈ CN |

∑
i |zi|2 = 1}, we have a quotient map as follows:

π : SN−1
C → PN−1

C , z → Proj(z)

Observe that we have π(z) = π(z′) precisely when z′ = wz, for some w ∈ T. Consider
as well the embedding UN ⊂ (SN−1

C )N given by x → (x1, . . . , xN), where x1, . . . , xN are
the rows of x. Finally, as before, let us call an abstract matrix stochastic/bistochastic
when the entries on each row/each row and column sum up to 1.

With these notations and conventions, the abstract model spaces XN , KN from Defi-
nition 16.28 that we are interested in, and some related spaces, are as follows:

Proposition 16.29. We have inclusions and surjections as follows,

KN ⊂ UN
N ⊂ MN(S

N−1
C )

↓ ↓ ↓

XN ⊂ YN ⊂ MN(P
N−1
C )

where XN , YN consist of bistochastic/stochastic matrices, and KN is the lift of XN .

Proof. This follows from the above discussion. Indeed, the quotient map SN−1
C →

PN−1
C induces the quotient mapMN(S

N−1
C ) →MN(P

N−1
C ) at right, and the lift of the space

of stochastic matrices YN ⊂MN(P
N−1
C ) is then the rescaled group UN

N , as claimed. □
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In order to get some insight into the structure of the above spaces XN , KN , we can use
some inspiration from the well-known Sinkhorn algorithm from linear algebra. Indeed,
this algorithm starts with a N × N matrix having positive entries and produces, via
successive averagings over rows/columns, a bistochastic matrix.

In our situation, we would like to have an “averaging” map YN → YN , whose infinite
iteration lands in the model space XN . Equivalently, we would like to have an “averaging”
map UN

N → UN
N , whose infinite iteration lands in the space KN .

In order to construct such averaging maps, we use the orthogonalization procedure
coming from the polar decomposition, the result that we need being as follows:

Proposition 16.30. We have orthogonalization maps as follows,

(SN−1
C )N

α //

��

(SN−1
C )N

��

(PN−1
C )N

β // (PN−1
C )N

where α(x)i = Pol([(xi)j]ij), and β(p) = (P−1/2piP
−1/2)i, with P =

∑
i pi.

Proof. This is something which is routine, the idea being as follows:

(1) Our first claim is that we have a factorization as in the statement. Indeed, pick
p1, . . . , pN ∈ PN−1

C , and write pi = Proj(xi), with ||xi|| = 1. We can then apply α, as to
obtain a vector α(x) = (x′i)i, and then set β(p) = (p′i), where p

′
i = Proj(x′i).

(2) Our first task is to prove that β is well-defined. Consider indeed vectors x̃i,
satisfying Proj(x̃i) = Proj(xi). We have then x̃i = λixi, for certain scalars λi ∈ T, and
so the matrix formed by these vectors is M̃ = ΛM , with Λ = diag(λi). It follows that

Pol(M̃) = ΛPol(M), and so x̃′i = λixi, and finally Proj(x̃′i) = Proj(x′i), as desired.

(3) It remains to prove that β is given by the formula in the statement. For this
purpose, observe first that, given x1, . . . , xN ∈ SN−1

C , with pi = Proj(xi) we have:∑
i

pi =
∑
i

[(x̄i)k(xi)l]kl

=
∑
i

(M̄ikMil)kl

= ((M∗M)kl)kl

= M∗M
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(4) We can now compute the projections p′i = Proj(x′i). Indeed, the coefficients of
these projections are given by (p′i)kl = ŪikUil with U =MP−1/2, and we obtain, as desired:

(p′i)kl =
∑
ab

M̄iaP
−1/2
ak MibP

−1/2
bl

=
∑
ab

P
−1/2
ka M̄iaMibP

−1/2
bl

=
∑
ab

P
−1/2
ka (pi)abP

−1/2
bl

= (P−1/2piP
−1/2)kl

(5) An alternative proof uses the fact that the elements p′i = P−1/2piP
−1/2 are self-

adjoint, and sum up to 1. The fact that these elements are indeed idempotents can be
checked directly, via piP

−1pi = pi, because this equality holds on ker pi, and also on xi. □

As an illustration, here is how the orthogonalization works at N = 2:

Proposition 16.31. At N = 2 the orthogonalization procedure for

(Proj(x), P roj(y))

amounts in considering the vectors

x+ y√
2

,
x− y√

2

and then rotating by 45◦.

Proof. By performing a rotation, we can restrict attention to the case x = (cos t, sin t)
and y = (cos t,− sin t), with t ∈ (0, π/2). Here the computations are as follows:

M =

(
cos t sin t
cos t − sin t

)
=⇒ P =M∗M =

(
2 cos2 t 0

0 2 sin2 t

)
=⇒ P−1/2 = |M |−1 =

1√
2

(
1

cos t
0

0 1
sin t

)
=⇒ U =M |M |−1 =

1√
2

(
1 1
1 −1

)
Thus the orthogonalization procedure replaces (Proj(x), P roj(y)) by the orthogonal

projections on the vectors ( 1√
2
(1, 1), 1√

2
(−1, 1)), and this gives the result. □

With these preliminaries in hand, let us discuss now the version that we need of the
Sinkhorn algorithm. The orthogonalization procedure is as follows:
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Theorem 16.32. The orthogonalization maps α, β induce maps as follows,

UN
N

Φ //

��

UN
N

��
YN

Ψ // YN

which are the transposition maps on KN , XN , and which are projections at N = 2.

Proof. It follows from definitions that Φ(x) is obtained by putting the components
of x = (xi) in a row, then picking the j-th column vectors of each xi, calling Mj this
matrix, then taking the polar part x′j = Pol(Mj), and finally setting Φ(x) = x′. Thus:

Φ(x) = Pol((xij)i)j

Ψ(u) = (P
−1/2
i ujiP

−1/2
i )ij

Thus, the first assertion is clear, and the second assertion is clear too. □

Our claim is that the algorithm converges, as follows:

Conjecture 16.33. The above maps Φ,Ψ increase the volume,

vol : UN
N → YN → [0, 1], vol(u) =

∏
j

| det((uij)i)|

and respectively land, after an infinite number of steps, in KN/XN .

Observe that the quantities of type | det(p1, . . . , pN)| are indeed well-defined, for any
p1, . . . , pN ∈ PN−1

C , because multiplying by scalars λi ∈ T doesn’t change the volume.
Thus, the volume map vol : UN

N → [0, 1] factorizes through YN , as stated above.

As a main application of the above conjecture, the infinite iteration (Φ2)∞ : UN
N → KN

would provide us with an integration on KN , and hence on the quotient space KN → XN

as well, by taking the push-forward measures, coming from the Haar measure on UN
N .

In relation now with the matrix model problematics, we have:

Conjecture 16.34. The universal N ×N flat matrix representation

πN : C(S+
N) →MN(C(XN)), πN(wij) = (u→ uij)

is inner faithful at any N ≥ 4.

Regarding the N = 4 conjecture, the problem here is that of proving that the compo-
sition C(S+

4 ) → M4(C(X4)) → C equals the Haar integration on S+
4 . As for the N ≥ 5

conjecture, the problem here is that of proving that the truncated moments crp converge
with r → ∞ to the Catalan numbers. None of these questions is trivial.
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Still following [8], our purpose now will be to advance towards a unification of the
two conjectures formulated above. The point indeed is that when trying to approach
Conjecture 16.34 with standard probabilistic tools, the estimates that are needed seem to
be related to those required for approaching Conjecture 16.33.

We first have the following definition, inspired by the above results:

Definition 16.35. Associated to x ∈MN(S
N−1
C ) is the Np ×Np matrix

(T x
p )i1...ip,j1...jp =

1

N
< xi1j1 , xipjp >< xipjp , xip−1jp−1 > . . . . . . < xi2j2 , xi1j1 >

where the scalar products are the usual ones on SN−1
C ⊂ CN .

The first few values of these matrices, at p = 1, 2, 3, are as follows:

(T x
1 )ia =

1

N
< xia, xia >=

1

N

(T x
2 )ij,ab =

1

N
< xia, xjb >< xjb, xia >=

1

N
| < xia, xjb > |2

(T x
3 )ijk,abc =

1

N
< xia, xkc >< xkc, xjb >< xjb, xia >

The interest in these matrices, in connection with Conjecture 16.33, comes from:

Proposition 16.36. For the universal model, the matrices Tp are

Tp =

∫
KN

T x
p dx

where dx is the measure on the model space KN coming from Conjecture 16.33.

Proof. This is a trivial statement, because by definition of Tp, we have:

(Tp)i1...ip,j1...jp = tr(ui1j1 . . . uipjp) =

∫
KN

tr(uxi1j1 . . . u
x
ipjp)dx

=

∫
KN

tr(Proj(xi1j1) . . . P roj(xipxp))dx

=
1

N

∫
KN

< xi1j1 , xipjp > . . . . . . < xi2j2 , xi1j1 > dx

=

∫
KN

(T x
p )i1...ip,j1...jpdx

Thus the formula in the statement holds indeed. □
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In fact, the matrices T x
p are related to Conjecture 16.34 as well. Indeed, to any

noncrossing partition π ∈ NC(p) let us associate the following vector of (CN)⊗p:

ξπ =
∑

ker i≤π

ei1 ⊗ . . .⊗ eip

With this convention, we have the following result, again from [8]:

Proposition 16.37. For any x ∈MN(S
N−1
C ), the following hold:

(1) If {xij}i are pairwise orthogonal then (T x
p )

∗ξ||...| = ξ||...| and T
x
p ξ⊓⊓...⊓ = ξ⊓⊓...⊓.

(2) If {xij}j are pairwise orthogonal then T x
p ξ||...| = ξ||...| and (T x

p )
∗ξ⊓⊓...⊓ = ξ⊓⊓...⊓.

(3) If {xij}i or {xij}j are pairwise orthogonal then < T x
p ξ||...|, ξ||...| >= Np.

(4) We have < T x
p ξ⊓⊓...⊓, ξ⊓⊓...⊓ >= N , without assumptions on x.

Proof. Assuming that {xij}i are pairwise orthogonal, we have indeed:

(T x
p ξ⊓⊓...⊓)i1...ip =

∑
j

(T x
p )i1...ip,j...j

=
1

N

∑
j

< xi1j, xipj > . . . . . . < xi2j, xi1j >

= δi1,...,ip

Thus we have proved (1), and the proof of (2,3,4) is similar. See [8]. □

We have the following statement, supported by computer calculations:

Conjecture 16.38. Consider the following function, with x ∈MN(S
N−1
C ),

Fp(x) =
1

Np
||T x

p ξ⊓⊓...⊓||2

depending on a fixed integer p ≥ 2. Then, for any x ∈ UN
N we have

Fp(x) ≥ Fp(Ψ
2(x))

with equality precisely when x ∈ KN , in which case Fp(x) = 1.

This conjecture is quite interesting, in relation with the above, because by a compacity
argument, this would prove that our Sinkhorn type algorithm converges. Thus, what we
have here is a first step towards unifying Conjectures 16.33 and 16.34.

We refer to [8] and the related literature for more on these questions.

Along the same lines, universal models for quantum groups, there are of course some
easier questions too, regarding the modeling of the various possible subgroups G ⊂ S+

N ,

as for instance the group duals Γ̂ ⊂ S+
N , and again, we refer here to the literature.
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16e. Exercises

Congratulations for having read this book, and no exercises for this final chapter.
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free convolution, 169
free coordinates, 53

free Gaussian law, 171
free group, 79
free manifold, 54
free orthogonal group, 109
free PLT, 172
free Poisson law, 172
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free sphere, 53
free tori, 52
free unitary group, 109
freeness, 167, 168
full algebra, 74, 75
full group algebra, 51, 74
full version, 138

Gaussian law, 145
Gaussian matrix, 152, 154, 174
Gelfand theorem, 35, 37
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normal variable, 145
normed algebra, 33

operator algebra, 33, 36
operator norm, 11
orthogonal quantum group, 109

Pauli matrix, 188
Pauli model, 194
Peter-Weyl decomposition, 107
Peter-Weyl representation, 107
Peter-Weyl theory, 107
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Poisson law, 147
Poisson Limit Theorem, 149
poles of function, 17
polynomial calculus, 17, 23, 32, 34, 37
Pontrjagin dual, 51, 74
Pontrjagin duality, 74
positive element, 39, 43
positive linear form, 43
Powers theorem, 79
projective manifold, 187
projective module, 125
projective version, 187
property T, 128

quantum graph, 87
quantum group, 104
quantum isometry, 113
quantum isometry group, 113, 114
quantum manifold, 54
quantum measured space, 49, 83, 85
quantum probability space, 85
quantum space, 38, 83–86
quantum tori, 52
quotient space, 116

R, 91, 92
R-transform, 170, 174
random matrix, 56
random matrix algebra, 56
random variable, 143, 165
rational calculus, 18, 32, 34, 37
rational function, 17
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real algebraic manifold, 54
real part, 27
reduced algebra, 74, 75
reduced group algebra, 74
reduced version, 138
reduction theory, 49
regular representation, 74
representation, 105
representation theorem, 44

self-adjoint element, 34, 37
self-adjoint operator, 19, 29
semicircle law, 59, 158, 171
shift, 15
shrinking partitions, 162
simple algebra, 64, 76, 79
Sinkhorn algorithm, 197
spectral measure, 57, 144, 165
spectral radius, 21, 34, 37
spectral radius formula, 21
spectral theorem, 48
spectrum, 14, 34, 36
spectrum of adjoint, 18
spectrum of algebra, 35, 37
spectrum of products, 15
square of antipode, 102
square root, 39
standard coordinates, 55, 101
star operation, 12
stationary model, 179
Stirling numbers, 148
strong density, 70
strong operator topology, 45, 67
strongly continuous, 68
sum of matrix algebras, 39, 86
sum of unitaries, 28
suspension, 126

Tannakian duality, 109
tensor category, 109
tensor product, 167, 168
topologies on operators, 45
truncations, 183
twist, 84
type I algebra, 56

uniform integration, 105, 116
uniform measure, 105

unique trace, 76
unit ball, 69, 70
unitary, 19, 34, 37
unitary quantum group, 109
universal algebra, 109
universal coaction, 119
universal model, 199

vector bundle, 125
von Neumann algebra, 46

weak operator topology, 45, 67
weak topology, 45, 46
weakly compact, 71
weakly continuous, 68
Weingarten formula, 116, 137
Weingarten matrix, 116
Weyl matrix, 188
Weyl matrix model, 191
Wick formula, 153
Wigner law, 59, 171
Wigner matrix, 153, 173
Wishart matrix, 153, 160, 163
Woronowicz algebra, 101

Young inequality, 21
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