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Abstract. This is an introduction to the compact and discrete projective quantum
groups, chosen undeformed. We first review the standard theory of the usual, affine
compact and discrete quantum groups, following Woronowicz and others. Then we dis-
cuss what happens in the projective case, with some finer results here, and with a look
into affine lifting questions too. We then go on a detailed study of projective easiness,
again with results refining those in the affine case, and with a look into affine lifting
questions too. Finally, we discuss a number of analytic aspects, notably with projective
integration results, and with a study of the projective matrix models.



Preface

Quantum groups were introduced, and then systematically studied starting from the
mid 1980s, with the idea in mind that they can help in relation with fundamental ques-
tions from quantum mechanics. However, as you surely know, in what regards advanced
quantum mechanics, the central result there remains the Standard Model for particle
physics, going back to the 1970s, and this model has not changed much since, despite
numerous efforts with quantum groups, string theory, and many more.

In short, work in progress, things are hard and take it easy, and in waiting for a first
truly impressive application of the quantum groups, job for us mathematicians to develop
some more quantum group theory, and of course, fight about the axioms.

Speaking now quantum group axioms, tremendous fight going on there, for 40 years
and counting. Shall these quantum groups be finite, or compact, which is normally
equivalent to being discrete of dual, or locally compact? Shall these quantum groups be
defined over C, or over other fields, and which fields, or shall they perhaps be absolute
objects, existing over any field? Also, what about the square of the antipode, shall that
be the identity, as common sense suggests, or shall that be something non-trivial?

These are all non-trivial questions, and personally I think every evening, before going
to sleep, of a sort of a wonderful world, there at very tiny scales, smaller than those of
the Standard Model, where the mathematics is simple and free. And so, quantum groups
have always been for me those which are the simplest, namely compact, or dual of discrete
if you prefer, and this because finite is most likely not enough, defined over C, and with
the square of the antipode being the identity. And in the hope that this is right.

As an extra question, regarding the axiomatics, shall the quantum groups be affine,
or projective? And here, at least if you adhere to the above-mentioned axiomatic choices,
things tend to suggest that the quantum groups that we are interested in, those meant to
be useful in quantum physics, should be rather projective. There is of course a long story
here, subjective as they come, but for saying things shortly, the idea is that, from a quan-
tum group perspective, the main operator algebra findings of Connes, Jones, Voiculescu
are of rather projective nature. And so, our quantum groups should be projective.
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4 PREFACE

This book is an introduction to the compact and discrete projective quantum groups,
under the above-mentioned axioms. The book is organized in four parts, as follows:

(1) We first review the standard theory of the usual, affine compact and discrete
quantum groups, following Woronowicz and others.

(2) Then we discuss what happens in the projective case, with some finer results here,
and with a look into affine lifting questions too.

(3) We then go on a detailed study of projective easiness, again with results refining
those in the affine case, and with a look into affine lifting questions too.

(4) Finally, we discuss a number of analytic aspects, notably with projective integra-
tion results, and with a study of the projective matrix models.

Many thanks to my colleagues and collaborators, for substantial joint work on all this.
Thanks as well to my cats, for some help with the analytic aspects.

Cergy, March 2025

Teo Banica
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Part I

Quantum groups



I got it one piece at a time
And it wouldn’t cost me a dime

You’ll know it’s me
When I come through your town



CHAPTER 1

Quantum groups

1a. Quantum spaces

Welcome to quantum groups. In this first part of the present book we discuss the
construction and basic properties of the main quantum permutation and rotation groups.

The story here involves the foundational papers of Woronowicz [99], [100], from the
end of the 80s, then the key paper of Wang [92], from the mid 90s, then my own papers
from the late 90s and early 00s, and finally some more specialized papers from the mid
and late 00s, including [9], [12], [17], containing a few fundamentals too.

In short, cavern man mathematics from about 20 years ago, but lots of things to be
learned. We will provide here 100 pages on the subject, with a decent presentation of
what is known about the main quantum groups, of fundamental type, coming in the form
of theorems accompanied by short proofs. For further details on all this, you have my
graduate textbook on quantum groups [5], along with the original papers cited above.

Getting started now, at the beginning of everything, we have:

Question 1.1 (Connes). What is a quantum permutation group?

This question is more tricky than it might seem. For solving it you need a good
formalism of quantum groups, and there is a bewildering number of choices here, with
most of these formalisms leading nowhere, in connection with the above question. So, we
are into philosophy, and for truly getting started, we have to go back in time, with:

Question 1.2 (Heisenberg). What is a quantum space?

Regarding this latter question, there are as many answers as quantum physicists,
starting with Heisenberg himself in the early 1920s, then Schrödinger and Dirac short
after, with each coming with his own answer to the question. Not to forget Einstein, who
labeled all these solutions as “nice, but probably fundamentally wrong”.

In short, we are now into controversy, and a look at more modern physics does not help
much, with the controversy basically growing instead of diminishing, over the time. So, in
the lack of a good answer, let us take as starting point something nice and mathematical,
rather agreed upon in the 1930s, coming from Dirac’s work, namely:
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12 1. QUANTUM GROUPS

Answer 1.3 (von Neumann). A quantum space is the dual of an operator algebra.

Fast forward now to the 90s and to Connes’ question, this remains something non-
trivial, even when knowing what a quantum space is, and this for a myriad technical
reasons. You have to work a bit on that question, try all sorts of things which do not
work, until you hit the good answer. With this good answer being as follows:

Answer 1.4 (Wang). The quantum permutation group S+
N is the biggest compact

quantum group acting on {1, . . . , N}, by leaving the counting measure invariant.

To be more precise, the idea is that {1, . . . , N} has all sorts of quantum permutations,
and even when restricting the attention to the “correct” ones, namely those leaving in-
variant the counting measure, there is still an infinity of such quantum permutations, and
the quantum group formed by this infinity of quantum permutations is compact.

This was for the story of the subject, very simplified, and as a final ingredient, two
answers to two natural questions that you might have:

(1) Isn’t the conclusion |S+
N | = ∞ a bit too speculatory, not to say crazy? Certainly

not, I would say, because in quantum mechanics particles do not have clear positions and
speeds, and once you’re deep into this viewpoint, “think quantum”, a bit fuzzy about
everything, why the set {1, . . . , N} not being allowed to have an infinity of quantum
permutations, after all. So, no contradiction, philosophically speaking.

(2) Why was the theory of S+
N developed so late? Good question, and in answer,

looking retrospectively, quantum groups and permutations should have been developed
by von Neumann andWeyl, sometimes in the 1940s, perhaps with some help from Gelfand.
But that never happened. As for the story after WW2, with mathematics, physics, and
mankind in general: that was sex, drugs and rock and roll, forget about it.

Getting started now for good, we have the whole remainder of this chapter for un-
derstanding what Question 1.1 is about, and what its Answer 1.4 says. But before that,
Question 1.2 and Answer 1.3 coming first. Leaving aside physics, we must first talk about
operator algebras, and the starting definition here is as follows:

Definition 1.5. A C∗-algebra is a complex algebra A, having a norm ||.|| making it
a Banach algebra, and an involution ∗, related to the norm by the formula

||aa∗|| = ||a||2

which must hold for any a ∈ A.

As a basic example, the algebraMN(C) of the complex N×N matrices is a C∗-algebra,
with the usual matrix norm and involution of matrices, namely:

||M || = sup
||x||=1

||Mx|| , (M∗)ij = M̄ji
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More generally, any ∗-subalgebra A ⊂ MN(C) is automatically closed, and so is a
C∗-algebra. In fact, in finite dimensions, the situation is as follows:

Proposition 1.6. The finite dimensional C∗-algebras are exactly the algebras

A =Mn1(C)⊕ . . .⊕Mnk
(C)

with norm ||(a1, . . . , ak)|| = supi ||ai||, and involution (a1, . . . , ak)
∗ = (a∗1, . . . , a

∗
k).

Proof. In one sense this is clear. In the other sense, this comes by splitting the unit
of our algebra A as a sum of central minimal projections, 1 = p1 + . . .+ pk. Indeed, when
doing so, each of the ∗-algebras Ai = piApi follows to be a matrix algebra, Ai ≃Mni

(C),
and this gives the direct sum decomposition in the statement. □

In general now, a main theoretical result about C∗-algebras, due to Gelfand, Naimark
and Segal, and called GNS representation theorem, is as follows:

Theorem 1.7. Given a complex Hilbert space H, finite dimensional or not, the algebra
B(H) of linear operators T : H → H which are bounded, in the sense that

||T || = sup
||x||=1

||Tx||

is finite, is a C∗-algebra, with the above norm, and with involution given by:

< Tx, y >=< x, T ∗y >

More generally, and norm closed ∗-subalgebra of this full operator algebra

A ⊂ B(H)

is a C∗-algebra. Any C∗-algebra appears in this way, for a certain Hilbert space H.

Proof. There are several statements here, with the first ones being standard operator
theory, and with the last one being the GNS theorem, the idea being as follows:

(1) First of all, the full operator algebra B(H) is a Banach algebra. Indeed, given a
Cauchy sequence {Tn} inside B(H), we can set Tx = limn→∞ Tnx, for any x ∈ H. It is
then routine to check that we have T ∈ B(H), and that Tn → T in norm.

(2) Regarding the involution, the point is that we must have < Tx, y >=< x, T ∗y >,
for a certain vector T ∗y ∈ H. But this can serve as a definition for T ∗, and the fact that
T ∗ is indeed linear, and bounded, with the bound ||T ∗|| = ||T ||, is routine. As for the
formula ||TT ∗|| = ||T ||2, this is elementary as well, coming by double inequality.

(3) Finally, the fact that any C∗-algebra appears as A ⊂ B(H), for a certain Hilbert
space H, is advanced. The idea is that each a ∈ A acts on A by multiplication, Ta(b) = ab.
Thus, we are more or less led to the result, provided that we are able to convert our algebra
A, regarded as a complex vector space, into a Hilbert space H = L2(A). But this latter
conversion can be done, by taking some inspiration from abstract measure theory. □
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As a third and last basic result about C∗-algebras, which will be of particular interest
for us, we have the following well-known theorem of Gelfand:

Theorem 1.8. Given a compact space X, the algebra C(X) of continuous functions
f : X → C is a C∗-algebra, with norm and involution as follows:

||f || = sup
x∈X
|f(x)| , f ∗(x) = f(x)

This algebra is commutative, and any commutative C∗-algebra A is of this form, with
X = Spec(A) appearing as the space of Banach algebra characters χ : A→ C.

Proof. Once again, there are several statements here, some of them being trivial,
and some of them being advanced, the idea being as follows:

(1) First of all, the fact that C(X) is indeed a Banach algebra is clear, because a
uniform limit of continuous functions is continuous.

(2) Regarding now for the formula ||ff ∗|| = ||f ||2, this is something trivial for func-
tions, because on both sides we obtain supx∈X |f(x)|2.

(3) Given a commutative C∗-algebra A, the character space X = {χ : A → C} is
compact, and we have an evaluation morphism ev : A→ C(X).

(4) The tricky point, which follows from basic spectral theory in Banach algebras, is
to prove that ev is indeed isometric. This gives the last assertion. □

In what follows, we will be mainly using Definition 1.5 and Theorem 1.8, as general
framework. To be more precise, in view of Theorem 1.8, let us formulate:

Definition 1.9. Given an arbitrary C∗-algebra A, we agree to write

A = C(X)

and call the abstract space X a compact quantum space.

In other words, we can define the category of compact quantum spaces X as being
the category of the C∗-algebras A, with the arrows reversed. A morphism f : X → Y
corresponds by definition to a morphism Φ : C(Y ) → C(X), a product of spaces X × Y
corresponds by definition to a product of algebras C(X)⊗ C(Y ), and so on.

All this is of course quite speculative, and as a first result regarding these compact
quantum spaces, coming from Proposition 1.6, we have:

Proposition 1.10. The finite quantum spaces are exactly the disjoint unions of type

X =Mn1 ⊔ . . . ⊔Mnk

where Mn is the finite quantum space given by C(Mn) =Mn(C).
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Proof. This is a reformulation of Proposition 1.6, by using the above philosophy.
Indeed, for a compact quantum space X, coming from a C∗-algebra A via the formula
A = C(X), being finite can only mean that the following number is finite:

|X| = dimCA <∞

Thus, by using Proposition 1.6, we are led to the conclusion that we must have:

C(X) =Mn1(C)⊕ . . .⊕Mnk
(C)

But since direct sums of algebras A correspond to disjoint unions of quantum spaces
X, via the correspondence A = C(X), this leads to the conclusion in the statement. □

This was for the basic theory of C∗-algebras, the idea being that we have some basic
operator theory results, that can be further learned from any standard book, such as
Blackadar [31], and then we can talk about reformulations of these results in quantum
space terms, by using Definition 1.9 and some basic common sense.

Finally, no discussion would be complete without a word about the von Neumann
algebras. These are operator algebras of more advanced type, as follows:

Theorem 1.11. For a ∗-algebra A ⊂ B(H) the following conditions are equivalent,
and if they are satisfied, we say that A is a von Neumann algebra:

(1) A is closed with respect to the weak topology, making each T → Tx continuous.
(2) A is equal to its algebraic bicommutant, A = A′′, computed inside B(H).

As basic examples, we have the algebras A = L∞(X), acting on H = L2(X). Such algebras
are commutative, any any commutative von Neumann algebra is of this form.

Proof. There are several assertions here, the idea being as follows:

(1) The equivalence (1) ⇐⇒ (2) is the well-known bicommutant theorem of von
Neumann, which can be proved by using an amplification trick, H → CN ⊗H.

(2) Given a measured space X, we have indeed an emdedding L∞(X) ⊂ B(L2(X)),
with weakly closed image, given by Tf : g → fg, as in the proof of the GNS theorem.

(3) Given a commutative von Neumann algebra A ⊂ B(H) we can write A =< T >
with T being a normal operator, and the Spectral Theorem gives A ≃ L∞(X). □

In the context of a C∗-algebra representation A ⊂ B(H) we can consider the weak clo-
sure, or bicommutant A′′ ⊂ B(H), which is a von Neumann algebra. In the commutative
case, C(X) ⊂ B(L2(X)), the weak closure is L∞(X). In general, we agree to write:

A′′ = L∞(X)

For more on all this, basic theory of the C∗-algebras and von Neumann algebras, we
refer to any standard operator algebra book, such as Blackadar [31].
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1b. Quantum groups

We are ready now to introduce the compact quantum groups. The axioms here, due
to Woronowicz [99], and slightly modified for our present purposes, are as follows:

Definition 1.12. A Woronowicz algebra is a C∗-algebra A, given with a unitary
matrix u ∈MN(A) whose coefficients generate A, such that the formulae

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = u∗ji

define morphisms of C∗-algebras ∆ : A → A ⊗ A, ε : A → C and S : A → Aopp, called
comultiplication, counit and antipode.

In this definition the tensor product needed for ∆ can be any C∗-algebra tensor prod-
uct. In order to get rid of redundancies, coming from this and from amenability issues,
we will divide everything by an equivalence relation, as follows:

Definition 1.13. We agree to identify two Woronowicz algebras, (A, u) = (B, v),
when we have an isomorphism of ∗-algebras

< uij >≃< vij >

mapping standard coordinates to standard coordinates, uij → vij.

We say that A is cocommutative when Σ∆ = ∆, where Σ(a ⊗ b) = b ⊗ a is the flip.
We have then the following key result, from [99], providing us with examples:

Proposition 1.14. The following are Woronowicz algebras, which are commutative,
respectively cocommutative:

(1) C(G), with G ⊂ UN compact Lie group. Here the structural maps are:

∆(φ) =
[
(g, h)→ φ(gh)

]
, ε(φ) = φ(1) , S(φ) =

[
g → φ(g−1)

]
(2) C∗(Γ), with FN → Γ finitely generated group. Here the structural maps are:

∆(g) = g ⊗ g , ε(g) = 1 , S(g) = g−1

Moreover, we obtain in this way all the commutative/cocommutative algebras.

Proof. In both cases, we first have to exhibit a certain matrix u, and then prove
that we have indeed a Woronowicz algebra. The constructions are as follows:

(1) For the first assertion, we can use the matrix u = (uij) formed by the standard
matrix coordinates of G, which is by definition given by:

g =

u11(g) . . . u1N(g)
...

...
uN1(g) . . . uNN(g)


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(2) For the second assertion, we can use the diagonal matrix formed by generators:

u =

g1 0
. . .

0 gN


Finally, regarding the last assertion, in the commutative case this follows from the

Gelfand theorem, and in the cocommutative case, we will be back to this. □

In order to get now to quantum groups, we will need as well:

Proposition 1.15. Assuming that G ⊂ UN is abelian, we have an identification of
Woronowicz algebras C(G) = C∗(Γ), with Γ being the Pontrjagin dual of G:

Γ =
{
χ : G→ T

}
Conversely, assuming that FN → Γ is abelian, we have an identification of Woronowicz
algebras C∗(Γ) = C(G), with G being the Pontrjagin dual of Γ:

G =
{
χ : Γ→ T

}
Thus, the Woronowicz algebras which are both commutative and cocommutative are exactly
those of type A = C(G) = C∗(Γ), with G,Γ being abelian, in Pontrjagin duality.

Proof. This follows from the Gelfand theorem applied to C∗(Γ), and from the fact
that the characters of a group algebra come from the characters of the group. □

In view of this result, and of the findings from Proposition 1.14 too, we have the
following definition, complementing Definition 1.12 and Definition 1.13:

Definition 1.16. Given a Woronowicz algebra, we write it as follows, and call G a
compact quantum Lie group, and Γ a finitely generated discrete quantum group:

A = C(G) = C∗(Γ)

Also, we say that G,Γ are dual to each other, and write G = Γ̂,Γ = Ĝ.

Let us discuss now some tools for studying the Woronowicz algebras, and the under-
lying quantum groups. First, we have the following result:

Proposition 1.17. Let (A, u) be a Woronowicz algebra.

(1) ∆, ε satisfy the usual axioms for a comultiplication and a counit, namely:

(∆⊗ id)∆ = (id⊗∆)∆

(ε⊗ id)∆ = (id⊗ ε)∆ = id

(2) S satisfies the antipode axiom, on the ∗-algebra generated by entries of u:

m(S ⊗ id)∆ = m(id⊗ S)∆ = ε(.)1

(3) In addition, the square of the antipode is the identity, S2 = id.
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Proof. As a first observation, the result holds in the commutative case, A = C(G)
with G ⊂ UN . Indeed, here we know from Proposition 1.14 that ∆, ε, S appear as func-
tional analytic transposes of the multiplication, unit and inverse maps m,u, i:

∆ = mt , ε = ut , S = it

Thus, in this case, the various conditions in the statement on ∆, ε, S simply come by
transposition from the group axioms satisfied by m,u, i, namely:

m(m× id) = m(id×m)

m(u× id) = m(id× u) = id

m(i× id)δ = m(id× i)δ = 1

Here δ(g) = (g, g). Observe also that the result holds as well in the cocommutative
case, A = C∗(Γ) with FN → Γ, trivially. In general now, the first axiom follows from:

(∆⊗ id)∆(uij) = (id⊗∆)∆(uij) =
∑
kl

uik ⊗ ukl ⊗ ulj

As for the other axioms, the verifications here are similar. □

In order to reach to more advanced results, the idea will be that of doing representation
theory. Following Woronowicz [99], let us start with the following definition:

Definition 1.18. Given (A, u), we call corepresentation of it any unitary matrix
v ∈Mn(A), with A =< uij >, satisfying the same conditions as u, namely:

∆(vij) =
∑
k

vik ⊗ vkj , ε(vij) = δij , S(vij) = v∗ji

We also say that v is a representation of the underlying compact quantum group G.

In the commutative case, A = C(G) with G ⊂ UN , we obtain in this way the finite
dimensional unitary smooth representations v : G→ Un, via the following formula:

v(g) =

v11(g) . . . v1n(g)
...

...
vn1(g) . . . vnn(g)


In the cocommutative case, A = C∗(Γ) with FN → Γ, we will see in a moment that

we obtain in this way the formal sums of elements of Γ, possibly rotated by a unitary. As
a first result now regarding the corepresentations, we have:

Proposition 1.19. The corepresentations are subject to the following operations:

(1) Making sums, v + w = diag(v, w).
(2) Making tensor products, (v ⊗ w)ia,jb = vijwab.
(3) Taking conjugates, (v̄)ij = v∗ij.
(4) Rotating by a unitary, v → UvU∗.
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Proof. We first check the fact that the matrices in the statement are unitaries:

(1) The fact that v + w is unitary is clear.

(2) Regarding now v ⊗ w, this can be written in standard leg-numbering notation as
v ⊗ w = v13w23, and with this interpretation in mind, the unitarity is clear.

(3) In order to check that v̄ is unitary, we can use the antipode. Indeed, by regarding
the antipode as an antimultiplicative map S : A→ A, we have:

(v̄vt)ij =
∑
k

v∗ikvjk =
∑
k

S(v∗kjvki) = S((v∗v)ji) = δij

(vtv̄)ij =
∑
k

vkiv
∗
kj =

∑
k

S(vjkv
∗
ik) = S((vv∗)ji) = δij

(4) Finally, the fact that UvU∗ is unitary is clear. As for the verification of the
comultiplicativity axioms, involving ∆, ε, S, this is routine, in all cases. □

As a consequence of the above result, we can formulate:

Definition 1.20. We denote by u⊗k, with k = ◦ • • ◦ . . . being a colored integer, the
various tensor products between u, ū, indexed according to the rules

u⊗∅ = 1 , u⊗◦ = u , u⊗• = ū

and multiplicativity, u⊗kl = u⊗k ⊗ u⊗l, and call them Peter-Weyl corepresentations.

Here are a few examples of such corepresentations, namely those coming from the
colored integers of length 2, to be often used in what follows:

u⊗◦◦ = u⊗ u , u⊗◦• = u⊗ ū
u⊗•◦ = ū⊗ u , u⊗•• = ū⊗ ū

In order to do representation theory, we first need to know how to integrate over G.
And we have here the following key result, due to Woronowicz [99]:

Theorem 1.21. Any Woronowicz algebra A = C(G) has a unique Haar integration,(∫
G

⊗ id
)
∆ =

(
id⊗

∫
G

)
∆ =

∫
G

(.)1

which can be constructed by starting with any faithful positive form φ ∈ A∗, and setting∫
G

= lim
n→∞

1

n

n∑
k=1

φ∗k

where ϕ ∗ ψ = (ϕ⊗ ψ)∆. Moreover, for any corepresentation v ∈Mn(C)⊗ A we have(
id⊗

∫
G

)
v = P

where P is the orthogonal projection onto Fix(v) = {ξ ∈ Cn|vξ = ξ}.
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Proof. Following [99], this can be done in 3 steps, as follows:

(1) Given φ ∈ A∗, our claim is that the following limit converges, for any a ∈ A:∫
φ

a = lim
n→∞

1

n

n∑
k=1

φ∗k(a)

Indeed, by linearity we can assume that a is the coefficient of certain corepresentation,
a = (τ ⊗ id)v. But in this case, an elementary computation gives the following formula,
with Pφ being the orthogonal projection onto the 1-eigenspace of (id⊗ φ)v:(

id⊗
∫
φ

)
v = Pφ

(2) Since vξ = ξ implies [(id⊗ φ)v]ξ = ξ, we have Pφ ≥ P , where P is the orthogonal
projection onto the following fixed point space:

Fix(v) =
{
ξ ∈ Cn

∣∣∣vξ = ξ
}

The point now is that when φ ∈ A∗ is faithful, by using a standard positivity trick,
we can prove that we have Pφ = P . Assume indeed Pφξ = ξ, and let us set:

a =
∑
i

(∑
j

vijξj − ξi

)(∑
k

vikξk − ξi

)∗

A straightforward computation shows then that φ(a) = 0, and so a = 0, as desired.

(3) With this in hand, the left and right invariance of
∫
G
=
∫
φ
is clear on coefficients,

and so in general, and this gives all the assertions. See [99]. □

We can now develop a Peter-Weyl type theory for the corepresentations, in analogy
with the theory from the classical case. We will need:

Definition 1.22. Given two corepresentations v ∈Mn(A), w ∈Mm(A), we set

Hom(v, w) =
{
T ∈Mm×n(C)

∣∣∣Tv = wT
}

and we use the following conventions:

(1) We use the notations Fix(v) = Hom(1, v), and End(v) = Hom(v, v).
(2) We write v ∼ w when Hom(v, w) contains an invertible element.
(3) We say that v is irreducible, and write v ∈ Irr(G), when End(v) = C1.

In the classical case, where A = C(G) with G ⊂ UN being a closed subgroup, we
obtain in this way the usual notions regarding the representation intertwiners. Observe
also that in the group dual case we have g ∼ h when g = h. Finally, observe that v ∼ w
means that v, w are conjugated by an invertible matrix.

Here are now a few basic results, regarding the above linear spaces:



1B. QUANTUM GROUPS 21

Proposition 1.23. We have the following results:

(1) T ∈ Hom(u, v), S ∈ Hom(v, w) =⇒ ST ∈ Hom(u,w).
(2) S ∈ Hom(u, v), T ∈ Hom(w, z) =⇒ S ⊗ T ∈ Hom(u⊗ w, v ⊗ z).
(3) T ∈ Hom(v, w) =⇒ T ∗ ∈ Hom(w, v).

In other words, the Hom spaces form a tensor ∗-category.

Proof. The proofs are all elementary, as follows:

(1) Assume indeed that we have Tu = vT , Sv = Ws. We obtain, as desired:

STu = SvT = wST

(2) Assuming that we have Su = vS, Tw = zT , we obtain, as desired:

(S ⊗ T )(u⊗ w) = (Su)13(Tw)23 = (vS)13(zT )23 = (v ⊗ z)(S ⊗ T )
(3) By conjugating, and then using the unitarity of v, w, we obtain:

Tv = wT =⇒ v∗T ∗ = T ∗w∗

=⇒ vv∗T ∗w = vT ∗w∗w

=⇒ T ∗w = vT ∗

Finally, the last assertion follows from definitions, and from the obvious fact that, in
addition to (1,2,3), the Hom spaces are linear spaces, and contain the units. □

Finally, in order to formulate the Peter-Weyl results, we will need as well:

Proposition 1.24. The characters of the corepresentations, given by

χv =
∑
i

vii

behave as follows, in respect to the various operations:

χv+w = χv + χw , χv⊗w = χvχw , χv̄ = χ∗
v

In addition, given two equivalent corepresentations, v ∼ w, we have χv = χw.

Proof. The three formulae in the statement are all clear from definitions. Regarding
now the last assertion, assuming that we have v = T−1wT , we obtain:

χv = Tr(v) = Tr(T−1wT ) = Tr(w) = χw

We conclude that v ∼ w implies χv = χw, as claimed. □

Consider the dense ∗-subalgebra A ⊂ A generated by the coefficients of the funda-
mental corepresentation u, and endow it with the following scalar product:

< a, b >=

∫
G

ab∗

With this convention, we have the following fundamental result, from [99]:
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Theorem 1.25. We have the following Peter-Weyl type results:

(1) Any corepresentation decomposes as a sum of irreducible corepresentations.
(2) Each irreducible corepresentation appears inside a certain u⊗k.
(3) A =

⊕
v∈Irr(A)Mdim(v)(C), the summands being pairwise orthogonal.

(4) The characters of irreducible corepresentations form an orthonormal system.

Proof. All these results are from Woronowicz [99], the idea being as follows:

(1) Given a corepresentation v ∈Mn(A), we know from Proposition 1.23 that End(v)
is a finite dimensional C∗-algebra, and by using Proposition 1.6, we obtain:

End(v) =Mn1(C)⊕ . . .⊕Mnk
(C)

But this decomposition allows us to define subcorepresentations vi ⊂ v, which are
irreducible, so we obtain, as desired, a decomposition v = v1 + . . .+ vk.

(2) To any corepresentation v ∈ Mn(A) we associate its space of coefficients, given
by C(v) = span(vij). The construction v → C(v) is then functorial, in the sense that it
maps subcorepresentations into subspaces. Observe also that we have:

A =
∑

k∈N∗N

C(u⊗k)

Now given an arbitrary corepresentation v ∈ Mn(A), the corresponding coefficient
space is a finite dimensional subspace C(v) ⊂ A, and so we must have, for certain positive
integers k1, . . . , kp, an inclusion of vector spaces, as follows:

C(v) ⊂ C(u⊗k1 ⊕ . . .⊕ u⊗kp)

Thus we have v ⊂ u⊗k1 ⊕ . . .⊕ u⊗kp , and by (1) we obtain the result.

(3) As a first observation, which follows from an elementary computation, for any two
corepresentations v, w we have a Frobenius type isomorphism, as follows:

Hom(v, w) ≃ Fix(v̄ ⊗ w)

Now assume v ̸∼ w, and let us set Pia,jb =
∫
G
vijw

∗
ab. According to Theorem 1.21, the

matrix P is the orthogonal projection onto the following vector space:

Fix(v ⊗ w̄) ≃ Hom(v̄, w̄) = {0}

Thus we have P = 0, and so C(v) ⊥ C(w), which gives the result.

(4) The fact that the characters form indeed an orthogonal system follows from (3).
Regarding now the norm 1 assertion, consider the following integrals:

Pik,jl =

∫
G

vijv
∗
kl
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We know from Theorem 1.21 that these integrals form the orthogonal projection onto
Fix(v ⊗ v̄) ≃ End(v̄) = C1. By using this fact, we obtain the following formula:∫

G

χvχ
∗
v =

∑
ij

∫
G

viiv
∗
jj =

∑
i

1

N
= 1

Thus the characters have indeed norm 1, and we are done. □

Observe that in the cocommutative case, we obtain from (4) that our algebra must be
of the form A = C∗(Γ), for some discrete group Γ, as mentioned in Proposition 1.14. As
another consequence of the above results, following Woronowicz [99], we have:

Theorem 1.26. Let Afull be the enveloping C∗-algebra of A, and Ared be the quotient
of A by the null ideal of the Haar integration. The following are then equivalent:

(1) The Haar functional of Afull is faithful.
(2) The projection map Afull → Ared is an isomorphism.
(3) The counit map ε : Afull → C factorizes through Ared.
(4) We have N ∈ σ(Re(χu)), the spectrum being taken inside Ared.

If this is the case, we say that the underlying discrete quantum group Γ is amenable.

Proof. This is well-known in the group dual case, A = C∗(Γ), with Γ being a usual
discrete group. In general, the result follows by adapting the group dual case proof:

(1) ⇐⇒ (2) This simply follows from the fact that the GNS construction for the
algebra Afull with respect to the Haar functional produces the algebra Ared.

(2) ⇐⇒ (3) Here =⇒ is trivial, and conversely, a counit ε : Ared → C produces an

isomorphism Φ : Ared → Afull, by slicing the map ∆̃ : Ared → Ared ⊗ Afull.

(3) ⇐⇒ (4) Here =⇒ is clear, coming from ε(N −Re(χ(u))) = 0, and the converse
can be proved by doing some functional analysis. See [99]. □

With these results in hand, we can formulate, as a refinement of Definition 1.16:

Definition 1.27. Given a Woronowicz algebra A, we formally write as before

A = C(G) = C∗(Γ)

and by GNS construction with respect to the Haar functional, we write as well

A′′ = L∞(G) = L(Γ)

with G being a compact quantum group, and Γ being a discrete quantum group.

Now back to Theorem 1.26, as in the discrete group case, the most interesting criterion
for amenability, leading to some interesting mathematics and physics, is the Kesten one,
(4) there. This leads us into computing character laws:
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Theorem 1.28. Given a Woronowicz algebra (A, u), consider its main character:

χ =
∑
i

uii

(1) The moments of χ are the numbers Mk = dim(Fix(u⊗k)).
(2) When u ∼ ū the law of χ is a real measure, supported by σ(χ).
(3) The notion of coamenability of A depends only on law(χ).

Proof. All this follows from the above results, the idea being as follows:

(1) This follows indeed from Peter-Weyl theory.

(2) When u ∼ ū we have χ = χ∗, which gives the result.

(3) This follows from Theorem 1.26 (4), and from (2) applied to u+ ū. □

This was for the basic theory of compact and discrete quantum groups. For more on
all this, we refer to Woronowicz [99] and related papers, or to the book [5].

1c. Quantum rotations

We know so far that the compact quantum groups include the usual compact Lie

groups, G ⊂ UN , and the abstract duals G = Γ̂ of the finitely generated groups FN → Γ.
We can combine these examples by performing basic operations, as follows:

Proposition 1.29. The class of Woronowicz algebras is stable under taking:

(1) Tensor products, A = A′ ⊗ A′′, with u = u′ + u′′. At the quantum group level we
obtain usual products, G = G′ ×G′′ and Γ = Γ′ × Γ′′.

(2) Free products, A = A′ ∗ A′′, with u = u′ + u′′. At the quantum group level we
obtain dual free products G = G′ ∗̂G′′ and free products Γ = Γ′ ∗ Γ′′.

Proof. Everything here is clear from definitions. In addition to this, let us mention as
well that we have

∫
A′⊗A′′ =

∫
A′ ⊗

∫
A′′ and

∫
A′∗A′′ =

∫
A′ ∗

∫
A′′ . Also, the corepresentations

of the products can be explicitely computed. See Wang [92]. □

Here are some further basic operations, once again from Wang [92]:

Proposition 1.30. The class of Woronowicz algebras is stable under taking:

(1) Subalgebras A′ =< u′ij >⊂ A, with u′ being a corepresentation of A. At the
quantum group level we obtain quotients G→ G′ and subgroups Γ′ ⊂ Γ.

(2) Quotients A→ A′ = A/I, with I being a Hopf ideal, ∆(I) ⊂ A⊗ I + I ⊗ A. At
the quantum group level we obtain subgroups G′ ⊂ G and quotients Γ→ Γ′.

Proof. Once again, everything is clear, and we have as well some straightforward
supplementary results, regarding integration and corepresentations. See [92]. □

Finally, here are two more operations, which are of key importance:
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Proposition 1.31. The class of Woronowicz algebras is stable under taking:

(1) Projective versions, PA =< wia,jb >⊂ A, where w = u ⊗ ū. At the quantum
group level we obtain projective versions, G→ PG and PΓ ⊂ Γ.

(2) Free complexifications, Ã =< zuij >⊂ C(T) ∗ A. At the quantum group level we

obtain free complexifications, denoted G̃ and Γ̃.

Proof. This is clear from the previous results. For details here, we refer to [92]. □

Once again following Wang [92] and related papers, let us discuss now a number of
truly “new” quantum groups, obtained by liberating. We first have:

Theorem 1.32. The following universal algebras are Woronowicz algebras,

C(O+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣u = ū, ut = u−1
)

C(U+
N ) = C∗

(
(uij)i,j=1,...,N

∣∣∣u∗ = u−1, ut = ū−1
)

so the underlying quantum spaces O+
N , U

+
N are compact quantum groups.

Proof. This comes from the elementary fact that if a matrix u = (uij) is orthogonal
or biunitary, then so must be the following matrices:

(u∆)ij =
∑
k

uik ⊗ ukj , (uε)ij = δij , (uS)ij = u∗ji

Thus we can define ∆, ε, S by using the universal property of C(O+
N), C(U

+
N ). □

Now with this done, we can look for various intermediate subgroups ON ⊂ O×
N ⊂ O+

N

and UN ⊂ U×
N ⊂ U+

N . Following [17], a basic construction here is as follows:

Theorem 1.33. The following quotient algebras are Woronowicz algebras,

C(O∗
N) = C(O+

N)
/〈

abc = cba
∣∣∣∀a, b, c ∈ {uij}〉

C(U∗
N) = C(U+

N )
/〈

abc = cba
∣∣∣∀a, b, c ∈ {uij, u∗ij}〉

so the underlying quantum spaces O∗
N , U

∗
N are compact quantum groups.

Proof. This follows as in the proof of Theorem 1.32, because if the entries of u satisfy
the half-commutation relations abc = cba, then so do the entries of u∆, uε, uS. □

Obviously, there are many more things that can be done here, with the above con-
structions being just the tip of the iceberg. But instead of discussing this, let us first
verify that Theorem 1.32 and Theorem 1.33 provide us indeed with new quantum groups.
For this purpose, we can use the notion of diagonal torus, which is as follows:
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Proposition 1.34. Given a closed subgroup G ⊂ U+
N , consider its diagonal torus,

which is the closed subgroup T ⊂ G constructed as follows:

C(T ) = C(G)
/〈

uij = 0
∣∣∣∀i ̸= j

〉
This torus is then a group dual, T = Λ̂, where Λ =< g1, . . . , gN > is the discrete group
generated by the elements gi = uii, which are unitaries inside C(T ).

Proof. Since u is unitary, its diagonal entries gi = uii are unitaries inside C(T ).
Moreover, from ∆(uij) =

∑
k uik ⊗ ukj we obtain, when passing inside the quotient:

∆(gi) = gi ⊗ gi
It follows that we have C(T ) = C∗(Λ), modulo identifying as usual the C∗-completions

of the various group algebras, and so that we have T = Λ̂, as claimed. □

We can now distinguish between our various quantum groups, as follows:

Theorem 1.35. The diagonal tori of the basic unitary quantum groups, namely

UN
// U∗

N
// U+

N

ON
//

OO

O∗
N

//

OO

O+
N

OO

are the following discrete group duals,

ẐN // Ẑ◦N // F̂N

ẐN
2

//

OO

Ẑ◦N
2

//

OO

Ẑ∗N
2

OO

with ◦ standing for the half-classical product operation for groups.

Proof. This is clear for U+
N , where on the diagonal we obtain the biggest possible

group dual, namely F̂N . For the other quantum groups this follows by taking quotients,

which correspond to taking quotients as well, at the level of the groups Λ = T̂ . □

As a consequence of the above result, the quantum groups that we have are indeed
distinct. There are many more things that can be said about these quantum groups, and
about further versions of these quantum groups that can be constructed. More later.
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1d. Quantum permutations

Eventually. Following Wang [92], let us discuss now the construction and basic prop-
erties of the quantum permutation group S+

N . Let us first look at SN . We have:

Proposition 1.36. Consider the symmetric group SN , viewed as permutation group
of the N coordinate axes of RN . The coordinate functions on SN ⊂ ON are given by

uij = χ
(
σ ∈ G

∣∣∣σ(j) = i
)

and the matrix u = (uij) that these functions form is magic, in the sense that its entries
are projections (p2 = p∗ = p), summing up to 1 on each row and each column.

Proof. The action of SN on the standard basis e1, . . . , eN ∈ RN being given by
σ : ej → eσ(j), this gives the formula of uij in the statement. As for the fact that the
matrix u = (uij) that these functions form is magic, this is clear. □

With a bit more effort, we obtain the following nice characterization of SN :

Theorem 1.37. The algebra of functions on SN has the following presentation,

C(SN) = C∗
comm

(
(uij)i,j=1,...,N

∣∣∣u = magic
)

and the multiplication, unit and inversion map of SN appear from the maps

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = uji

defined at the algebraic level, of functions on SN , by transposing.

Proof. The universal algebra A in the statement being commutative, by the Gelfand
theorem it must be of the form A = C(X), with X being a certain compact space. Now
since we have coordinates uij : X → R, we have an embedding X ⊂ MN(R). Also, since
we know that these coordinates form a magic matrix, the elements g ∈ X must be 0-1
matrices, having exactly one 1 entry on each row and each column, and so X = SN . Thus
we have proved the first assertion, and the second assertion is clear as well. □

Following now Wang [92], we can liberate SN , as follows:

Theorem 1.38. The following universal C∗-algebra, with magic meaning as usual
formed by projections (p2 = p∗ = p), summing up to 1 on each row and each column,

C(S+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣u = magic
)

is a Woronowicz algebra, with comultiplication, counit and antipode given by:

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = uji

Thus the space S+
N is a compact quantum group, called quantum permutation group.
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Proof. As a first observation, the universal C∗-algebra in the statement is indeed
well-defined, because the conditions p2 = p∗ = p satisfied by the coordinates give:

||uij|| ≤ 1

In order to prove now that we have a Woronowicz algebra, we must construct maps
∆, ε, S given by the formulae in the statement. Consider the following matrices:

u∆ij =
∑
k

uik ⊗ ukj , uεij = δij , uSij = uji

Our claim is that, since u is magic, so are these three matrices. Indeed, regarding u∆,
its entries are idempotents, as shown by the following computation:

(u∆ij)
2 =

∑
kl

uikuil ⊗ ukjulj =
∑
kl

δkluik ⊗ δklukj = u∆ij

These elements are self-adjoint as well, as shown by the following computation:

(u∆ij)
∗ =

∑
k

u∗ik ⊗ u∗kj =
∑
k

uik ⊗ ukj = u∆ij

The row and column sums for the matrix u∆ can be computed as follows:∑
j

u∆ij =
∑
jk

uik ⊗ ukj =
∑
k

uik ⊗ 1 = 1

∑
i

u∆ij =
∑
ik

uik ⊗ ukj =
∑
k

1⊗ ukj = 1

Thus, u∆ is magic. Regarding now uε, uS, these matrices are magic too, and this for
obvious reasons. Thus, all our three matrices u∆, uε, uS are magic, so we can define ∆, ε, S
by the formulae in the statement, by using the universality property of C(S+

N). □

Our first task now is to make sure that Theorem 1.38 produces indeed new quantum
groups, which do not collapse to SN . Following Wang [92], we have:

Theorem 1.39. We have an embedding SN ⊂ S+
N , given at the algebra level by:

uij → χ
(
σ ∈ SN

∣∣∣σ(j) = i
)

This is an isomorphism at N ≤ 3, but not at N ≥ 4, where S+
N is not classical, nor finite.

Proof. The fact that we have indeed an embedding as above follows from Theorem
1.37. Observe that in fact more is true, because Theorems 1.37 and 1.38 give:

C(SN) = C(S+
N)
/〈

ab = ba
〉

Thus, the inclusion SN ⊂ S+
N is a “liberation”, in the sense that SN is the classical

version of S+
N . We will often use this basic fact, in what follows. Regarding now the

second assertion, we can prove this in four steps, as follows:
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Case N = 2. The fact that S+
2 is indeed classical, and hence collapses to S2, is trivial,

because the 2× 2 magic matrices are as follows, with p being a projection:

U =

(
p 1− p

1− p p

)
Indeed, this shows that the entries of U commute. Thus C(S+

2 ) is commutative, and
so equals its biggest commutative quotient, which is C(S2). Thus, S

+
2 = S2.

Case N = 3. By using the same argument as in the N = 2 case, and the symmetries
of the problem, it is enough to check that u11, u22 commute. But this follows from:

u11u22 = u11u22(u11 + u12 + u13)

= u11u22u11 + u11u22u13

= u11u22u11 + u11(1− u21 − u23)u13
= u11u22u11

Indeed, by applying the involution to this formula, we obtain that we have as well
u22u11 = u11u22u11. Thus, we obtain u11u22 = u22u11, as desired.

Case N = 4. Consider the following matrix, with p, q being projections:

U =


p 1− p 0 0

1− p p 0 0
0 0 q 1− q
0 0 1− q q


This matrix is magic, and we can choose p, q ∈ B(H) as for the algebra < p, q > to be

noncommutative and infinite dimensional. We conclude that C(S+
4 ) is noncommutative

and infinite dimensional as well, and so S+
4 is non-classical and infinite, as claimed.

Case N ≥ 5. Here we can use the standard embedding S+
4 ⊂ S+

N , obtained at the level
of the corresponding magic matrices in the following way:

u→
(
u 0
0 1N−4

)
Indeed, with this in hand, the fact that S+

4 is a non-classical, infinite compact quantum
group implies that S+

N with N ≥ 5 has these two properties as well. □

The above result is quite surprising. How on Earth can the set {1, 2, 3, 4} have an
infinity of quantum permutations, and will us be able to fully understand this, one day.
But do not worry, the remainder of the present book will be here for that.

As a first observation, as a matter of doublechecking our findings, we are not wrong
with our formalism, because as explained once again in [92], we have as well:
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Theorem 1.40. The quantum permutation group S+
N acts on the set X = {1, . . . , N},

the corresponding coaction map Φ : C(X)→ C(X)⊗ C(S+
N) being given by:

Φ(ei) =
∑
j

ej ⊗ uji

In fact, S+
N is the biggest compact quantum group acting on X, by leaving the counting

measure invariant, in the sense that (tr ⊗ id)Φ = tr(.)1, where tr(ei) =
1
N
,∀i.

Proof. Our claim is that given a compact matrix quantum group G, the follow-
ing formula defines a morphism of algebras, which is a coaction map, leaving the trace
invariant, precisely when the matrix u = (uij) is a magic corepresentation of C(G):

Φ(ei) =
∑
j

ej ⊗ uji

Indeed, let us first determine when Φ is multiplicative. We have:

Φ(ei)Φ(ek) =
∑
jl

ejel ⊗ ujiulk =
∑
j

ej ⊗ ujiujk

Φ(eiek) = δikΦ(ei) = δik
∑
j

ej ⊗ uji

We conclude that the multiplicativity of Φ is equivalent to the following conditions:

ujiujk = δikuji , ∀i, j, k
Similarly, Φ is unital when

∑
i uji = 1, ∀j. Finally, the fact that Φ is a ∗-morphism

translates into uij = u∗ij, ∀i, j. Summing up, in order for Φ(ei) =
∑

j ej ⊗ uji to be a
morphism of C∗-algebras, the elements uij must be projections, summing up to 1 on each
row of u. Regarding now the preservation of the trace, observe that we have:

(tr ⊗ id)Φ(ei) =
1

N

∑
j

uji

Thus the trace is preserved precisely when the elements uij sum up to 1 on each of
the columns of u. We conclude from this that Φ(ei) =

∑
j ej ⊗ uji is a morphism of C∗-

algebras preserving the trace precisely when u is magic, and since the coaction conditions
on Φ are equivalent to the fact that u must be a corepresentation, this finishes the proof
of our claim. But this claim proves all the assertions in the statement. □

As a technical comment here, the invariance of the counting measure is a key assump-
tion in Theorem 1.40, in order to have an universal object S+

N . That is, this condition
is automatic for classical group actions, but not for quantum group actions, and when
dropping it, there is no universal object of type S+

N . This explains the main difficulty
behind Question 1.1, and the credit for this discovery goes to Wang [92].

In order to study now S+
N , we can use the technology that we have, which gives:
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Theorem 1.41. The quantum groups S+
N have the following properties:

(1) We have S+
N ∗̂S

+
M ⊂ S+

N+M , for any N,M .

(2) In particular, we have an embedding D̂∞ ⊂ S+
4 .

(3) S4 ⊂ S+
4 are distinguished by their spinned diagonal tori.

(4) If ZN1 ∗ . . . ∗ ZNk
→ Γ, with N =

∑
Ni, then Γ̂ ⊂ S+

N .
(5) The quantum groups S+

N with N ≥ 5 are not coamenable.
(6) The half-classical version S∗

N = S+
N ∩O∗

N collapses to SN .

Proof. These results follow from what we have, the proofs being as follows:

(1) If we denote by u, v the fundamental corepresentations of C(S+
N), C(S

+
M), the

fundamental corepresentation of C(S+
N ∗̂S

+
M) is by definition:

w =

(
u 0
0 v

)
But this matrix is magic, because both u, v are magic, and this gives the result.

(2) This result, which refines our N = 4 trick from the proof of Theorem 1.39, follows
from (1) with N =M = 2. Indeed, we have the following computation:

S+
2 ∗̂S+

2 = S2 ∗̂S2 = Z2 ∗̂Z2

≃ Ẑ2 ∗̂ Ẑ2 = Ẑ2 ∗ Z2

= D̂∞

(3) Observe first that S4 ⊂ S+
4 are not distinguished by their diagonal torus, which is

{1} for both of them. However, according to the Peter-Weyl theory applied to the group

duals, the group dual D̂∞ ⊂ S+
4 from (2) must be a subgroup of the diagonal torus of

(S+
4 , FuF

∗), for a certain unitary F ∈ U4, and this gives the result.

(4) This result, which generalizes (2), can be deduced as follows:

Γ̂ ⊂ ̂ZN1 ∗ . . . ∗ ZNk
= ẐN1 ∗̂ . . . ∗̂ ẐNk

≃ ZN1 ∗̂ . . . ∗̂ZNk
⊂ SN1 ∗̂ . . . ∗̂SNk

⊂ S+
N1
∗̂ . . . ∗̂S+

Nk
⊂ S+

N

(5) This follows from (4), because at N = 5 the dual of the group Γ = Z2 ∗ Z3, which
is well-known not to be amenable, embeds into S+

5 . As for the general case, that of S+
N

with N ≥ 5, here the result follows by using the embedding S+
5 ⊂ S+

N .

(6) We must prove that S∗
N = S+

N ∩O∗
N is classical. But here, we can use the fact that

for a magic matrix, the entries on each row sum up to 1. Indeed, by making c vary over
a full row of u, we obtain abc = cba =⇒ ab = ba, as desired. □
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The above results are all quite interesting, notably with (2) providing us with a better
understanding of why S+

4 is infinite, and with (4) telling us that S+
5 is not only infinite,

but just huge. We have as well (6), suggesting that S+
N might be the only liberation of

SN . We will be back to these observations, with further results, in due time.

1e. Exercises

Exercises:

Exercise 1.42.

Exercise 1.43.

Exercise 1.44.

Exercise 1.45.

Exercise 1.46.

Exercise 1.47.

Exercise 1.48.

Exercise 1.49.

Bonus exercise.



CHAPTER 2

Diagrams, easiness

2a. Some philosophy

We have seen the definition and basic properties of S+
N , and a number of more advanced

results as well, such as the non-isomorphism of SN ⊂ S+
N at N ≥ 4, obtained by using

suitable group duals Γ̂ ⊂ S+
N . It is possible to further build along these lines, but all this

remains quite amateurish. For strong results, we must do representation theory.

So, let us first go back to the general closed subgroups G ⊂ U+
N . We have seen in

chapter 1 that such quantum groups have a Haar measure, and that by using this, a
Peter-Weyl theory can be developed for them. However, all this is just a beginning, and
many more things can be said, at the general level, which are all useful. We will present
now this material, and go back afterwards to our problems regarding S+

N .

Let us start with a claim, which is quite precise, and advanced, and which will stand
as a guiding principle for this chapter, and in fact for the remainder of this book:

Claim 2.1. Given a closed subgroup G ⊂u U
+
N , no matter what you want to do with

it, of algebraic or analytic type, you must compute the following spaces:

Fk = Fix(u⊗k)

Moreover, for most questions, the computation of the dimensions Mk = dimFk, which are
the moments of the main character χ =

∑
i uii, will do.

This might look like a quite bold claim, so let us explain this. Assuming first that
you are interested in doing representation theory for G, you will certainly run into the
spaces Fk, via Peter-Weyl theory. In fact, Peter-Weyl tells you that the irreducible rep-
resentations appear as r ⊂ u⊗k, so for finding them, you must compute the algebras
Ck = End(u⊗k). But the knowledge of these algebras Ck is more or less the same thing
as the knowledge of the spaces Fk, due to Frobenius duality, as follows:

Proposition 2.2. Given a closed subgroup G ⊂u U
+
N , consider the following spaces:

Fk = Fix(u⊗k) , Ck = End(u⊗k) , Ckl = Hom(u⊗k, u⊗l)

Then knowing the sequence {Fk} is the same as knowing the double sequence {Ckl}, and
in the case 1 ∈ u, this is the same as knowing the sequence {Ck}.

33
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Proof. In the particular case of the Peter-Weyl corepresentations, the Frobenius
isomorphism Hom(v, w) ≃ Fix(v̄ ⊗ w), that we know from chapter 1, reads:

Ckl = Hom(u⊗k, u⊗l) = Fix(u⊗k̄l) = Fk̄l

But this gives the equivalence in the statement. Regarding now the last assertion,
assuming 1 ∈ u we have 1 ∈ u⊗k for any colored integer k, and so:

Fk = Hom(1, u⊗k) ⊂ Hom(u⊗k, u⊗k) = Ck

Thus the spaces Fk can be identified inside the algebras Ck, and we are done. □

Summarizing, we have now good algebraic motivations for Claim 2.1. Before going
further, however, let us point out that looking at Proposition 2.2 leads us a bit into a
dillema, on which spaces are the best to use. And the traditional answer here is that the
spaces Ckl are the best, due to Tannakian duality, which is as follows:

Theorem 2.3. The following operations are inverse to each other:

(1) The construction G → C, which associates to a closed subgroup G ⊂u U
+
N the

tensor category formed by the intertwiner spaces Ckl = Hom(u⊗k, u⊗l).
(2) The construction C → G, associating to a tensor category C the closed subgroup

G ⊂u U
+
N coming from the relations T ∈ Hom(u⊗k, u⊗l), with T ∈ Ckl.

Proof. This is something quite deep, going back to Woronowicz [100] in a slightly
different form, and to Malacarne [71] in the simplified form above. The idea is that we
have indeed a construction G→ CG, whose output is a tensor C∗-subcategory with duals
of the tensor C∗-category of finite dimensional Hilbert spaces, as follows:

(CG)kl = Hom(u⊗k, u⊗l)

We have as well a construction C → GC , obtained by setting:

C(GC) = C(U+
N )
/〈

T ∈ Hom(u⊗k, u⊗l)
∣∣∣∀k, l, ∀T ∈ Ckl

〉
Regarding now the bijection claim, some elementary algebra shows that C = CGC

implies G = GCG
, and that C ⊂ CGC

is automatic. Thus we are left with proving:

CGC
⊂ C

But this latter inclusion can be proved indeed, by doing some algebra, and using von
Neumann’s bicommutant theorem, in finite dimensions. See Malacarne [71]. □

The above result is something quite abstract, yet powerful. We will see applications
of it in a moment, in the form of Brauer theorems for UN , ON , SN and U+

N , O
+
N , S

+
N .

All this is very good, providing us with strong motivations for Claim 2.1. However,
algebra is of course not everything, and we must comment now on analysis as well. As an
analyst you would like to know how to integrate over G, and here, we have:
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Theorem 2.4. The integration over G ⊂u U
+
N is given by the Weingarten formula∫

G

ue1i1j1 . . . u
ek
ikjk

=
∑

π,σ∈Dk

δπ(i)δσ(j)Wk(π, σ)

for any colored integer k = e1 . . . ek and indices i, j, where Dk is a linear basis of Fix(u⊗k),

δπ(i) =< π, ei1 ⊗ . . .⊗ eik >

and Wk = G−1
k , with Gk(π, σ) =< π, σ >.

Proof. We know from chapter 1 that the integrals in the statement form altogether
the orthogonal projection P k onto the following space:

Fix(u⊗k) = span(Dk)

Consider now the following linear map, with Dk = {ξk} being as in the statement:

E(x) =
∑
π∈Dk

< x, ξπ > ξπ

By a standard linear algebra computation, it follows that we have P = WE, where W
is the inverse on span(Tπ|π ∈ Dk) of the restriction of E. But this restriction is the linear
map given by Gk, and so W is the linear map given by Wk, and this gives the result. □

As a conclusion, regardless on whether you’re an algebraist or an analyst, if you
want to study G ⊂u UN you are led into the computation of the spaces Fk = Fix(u⊗k).
However, the story is not over here, because you might say that you are a functional

analyst, interested in the fine analytic properties of the dual Γ = Ĝ. But here, I would
strike back with the following statement, based on the Kesten amenability criterion:

Proposition 2.5. Given a closed subgroup G ⊂u U
+
N , consider its main character:

χ =
∑
i

uii

(1) The moments of χ are the numbers Mk = dim(Fix(u⊗k)).
(2) When u ∼ ū the law of χ is a real measure, supported by σ(χ).

(3) The notion of amenability of Γ = Ĝ depends only on law(χ).

Proof. This is something that we know from chapter 1, the idea being that (1) comes
from Peter-Weyl theory, that (2) comes from u ∼ ū =⇒ χ = χ∗, and that (3) comes
from the Kesten amenability criterion, and from (2) applied to u+ ū. □

Finally, you might argue that you are in fact a pure mathematician interested in the

combinatorial beauty of the dual Γ = Ĝ. But I have an answer to this too, as follows,
again urging you to look at the spaces Fk = Fix(u⊗k), before getting into Γ:



36 2. DIAGRAMS, EASINESS

Proposition 2.6. Consider a closed subgroup G ⊂u U
+
N , and assume, by enlarging if

necessary u, that we have 1 ∈ u = ū. The formula

d(v, w) = min
{
k ∈ N

∣∣∣1 ⊂ v̄ ⊗ w ⊗ u⊗k
}

defines then a distance on Irr(G), which coincides with the geodesic distance on the
associated Cayley graph. Moreover, the moments of the main character,∫

G

χk = dim
(
Fix(u⊗k)

)
count the loops based at 1, having lenght k, on the corresponding Cayley graph.

Proof. Observe first the result holds indeed in the group dual case, where the
Woronowicz algebra is A = C∗(Γ), with Γ =< S > being a finitely generated discrete
group. In general, the fact that the lengths are finite follows from Peter-Weyl theory. The
symmetry axiom is clear as well, and the triangle inequality is elementary to establish
too. Finally, the last assertion, regarding the moments, is elementary too. □

As a conclusion, looks like I won the debate, with Claim 2.1 reigning over both the
compact and discrete quantum group worlds, without opposition. Before getting further,
let us record a result in relation with the second part of that claim, as follows:

Theorem 2.7. Given a closed subgroup G ⊂u U
+
N , the law of its main character

χ =
∑
i

uii

with respect to the Haar integration has the following properties:

(1) The moments of χ are the numbers Mk = dim(Fix(u⊗k)).

(2) Mk counts the lenght k loops at 1, on the Cayley graph of Γ = Ĝ.

(3) law(χ) is the Kesten measure of the discrete quantum group Γ = Ĝ.
(4) When u ∼ ū the law of χ is a usual measure, supported on [−N,N ].

(5) Γ = Ĝ is amenable precisely when N ∈ supp(law(Re(χ))).
(6) Any inclusion G ⊂u H ⊂v U

+
N must decrease the numbers Mk.

(7) Such an inclusion is an isomorphism when law(χu) = law(χv).

Proof. All this is very standard, coming from the Peter-Weyl theory developed by
Woronowicz in [99], and explained in chapter 1, the idea being as follows:

(1) This comes from the Peter-Weyl type theory, which tells us the number of fixed
points of v = u⊗k can be recovered by integrating the character χv = χk

u.

(2) This is something true, and well-known, for G = Γ̂ with Γ =< g1, . . . , gN > being
a discrete group. In general, the proof is quite similar.

(3) This is actually the definition of the Kesten measure, in the case G = Γ̂, with
Γ =< g1, . . . , gN > being a discrete group. In general, this follows from (2).
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(4) The equivalence u ∼ ū translates into χu = χ∗
u, and this gives the first assertion.

As for the support claim, this follows from uu∗ = 1 =⇒ ||uii|| ≤ 1, for any i.

(5) This is the Kesten amenability criterion, which can be established as in the group

dual case, G = Γ̂, with Γ =< g1, . . . , gN > being a discrete group.

(6) This is something elementary, which follows from (1), and from the fact that the
inclusions of closed subgroups of U+

N decrease the spaces of fixed points.

(7) This follows by using (6), and the Peter-Weyl type theory, the idea being that if
G ⊂ H is not injective, then it must strictly decrease one of the spaces Fix(u⊗k). □

As a conclusion to all this, somewhat improving Claim 2.1, given a closed subgroup
G ⊂u U

+
N , regardless of our precise motivations, be that algebra, analysis or other, com-

puting the law of χ =
∑

i uii is the “main problem” to be solved. Good to know.

2b. Diagrams, easiness

Let us discuss now the representation theory of S+
N , and the computation of the law

of the main character. Our main result here, which will be something quite conceptual,
will be the fact that SN ⊂ S+

N is a liberation of “easy quantum groups”.

Looking at what has been said above, as a main tool, at the general level, we only
have Tannakian duality. So, inspired by that, and following [17], let us formulate:

Definition 2.8. Let P (k, l) be the set of partitions between an upper row of k points,
and a lower row of l points. A collection of sets

D =
⊔
k,l

D(k, l)

with D(k, l) ⊂ P (k, l) is called a category of partitions when it has the following properties:

(1) Stability under the horizontal concatenation, (π, σ)→ [πσ].
(2) Stability under the vertical concatenation, (π, σ)→ [σπ].
(3) Stability under the upside-down turning, π → π∗.
(4) Each set P (k, k) contains the identity partition || . . . ||.
(5) The sets P (∅, ◦•) and P (∅, •◦) both contain the semicircle ∩.

As a basic example, we have the category of all partitions P itself. Other basic
examples are the category of pairings P2, and the categories NC,NC2 of noncrossing
partitions, and pairings. We have as well the category P2 of pairings which are “matching”,
in the sense that they connect ◦ − ◦, • − • on the vertical, and ◦ − • on the horizontal,
and its subcategory NC2 ⊂ P2 consisting of the noncrossing matching pairings.

There are many other examples, and we will be back to this. Following [17], the
relation with the Tannakian categories and duality comes from:
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Proposition 2.9. Each partition π ∈ P (k, l) produces a linear map

Tπ : (CN)⊗k → (CN)⊗l

given by the following formula, with e1, . . . , eN being the standard basis of CN ,

Tπ(ei1 ⊗ . . .⊗ eik) =
∑
j1...jl

δπ

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

and with the Kronecker type symbols δπ ∈ {0, 1} depending on whether the indices fit or
not. The assignement π → Tπ is categorical, in the sense that we have

Tπ ⊗ Tσ = T[πσ] , TπTσ = N c(π,σ)T[σπ ] , T ∗
π = Tπ∗

where c(π, σ) are certain integers, coming from the erased components in the middle.

Proof. The concatenation axiom follows from the following computation:

(Tπ ⊗ Tσ)(ei1 ⊗ . . .⊗ eip ⊗ ek1 ⊗ . . .⊗ ekr)

=
∑
j1...jq

∑
l1...ls

δπ

(
i1 . . . ip
j1 . . . jq

)
δσ

(
k1 . . . kr
l1 . . . ls

)
ej1 ⊗ . . .⊗ ejq ⊗ el1 ⊗ . . .⊗ els

=
∑
j1...jq

∑
l1...ls

δ[πσ]

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

)
ej1 ⊗ . . .⊗ ejq ⊗ el1 ⊗ . . .⊗ els

= T[πσ](ei1 ⊗ . . .⊗ eip ⊗ ek1 ⊗ . . .⊗ ekr)
As for the composition and involution axioms, their proof is similar. □

In relation with quantum groups, we have the following result, from [17]:

Theorem 2.10. Each category of partitions D = (D(k, l)) produces a family of com-
pact quantum groups G = (GN), one for each N ∈ N, via the formula

Hom(u⊗k, u⊗l) = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

which produces a Tannakian category, and so a closed subgroup GN ⊂u U
+
N .

Proof. Let call Ckl the spaces on the right. By using the axioms in Definition 2.8,
and the categorical properties of the operation π → Tπ, from Proposition 2.9, we see that
C = (Ckl) is a Tannakian category. Thus Theorem 2.3 applies, and gives the result. □

We can now formulate a key definition, as follows:

Definition 2.11. A compact quantum group GN is called easy when we have

Hom(u⊗k, u⊗l) = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

for any colored integers k, l, for a certain category of partitions D ⊂ P .
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In other words, a compact quantum group is called easy when its Tannakian category
appears in the simplest possible way: from a category of partitions. The terminology is
quite natural, because Tannakian duality is basically our only serious tool. In relation
now with quantum permutation groups, and with the orthogonal and unitary quantum
groups too, here is our main result, coming from [5], [17]:

Theorem 2.12. The basic quantum permutation and rotation groups,

S+
N

// O+
N

// U+
N

SN
//

OO

ON
//

OO

UN

OO

are all easy, the corresponding categories of partitions being as follows,

NC

��

NC2
oo

��

NC2oo

��
P P2
oo P2

oo

with 2 standing for pairings, NC for noncrossing, and calligraphic for matching.

Proof. This is something quite fundamental, the proof being as follows:

(1) The quantum group U+
N is defined via the following relations:

u∗ = u−1 , ut = ū−1

But, by doing some elementary computations, these relations tell us precisely that the
following two operators must be in the associated Tannakian category C:

Tπ : π = ∩
◦• ,

∩
•◦

Thus, the associated Tannakian category is C = span(Tπ|π ∈ D), with:

D =< ∩
◦• ,

∩
•◦ >= NC2

(2) The subgroup O+
N ⊂ U+

N is defined by imposing the following relations:

uij = ūij

Thus, the following operators must be in the associated Tannakian category C:

Tπ : π = |◦• , |•◦
We conclude that the Tannakian category is C = span(Tπ|π ∈ D), with:

D =< NC2, |◦•, |•◦ >= NC2
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(3) The subgroup UN ⊂ U+
N is defined via the following relations:

[uij, ukl] = 0 , [uij, ūkl] = 0

Thus, the following operators must be in the associated Tannakian category C:

Tπ : π = /\◦◦◦◦ , /\
◦•
•◦

Thus the associated Tannakian category is C = span(Tπ|π ∈ D), with:

D =< NC2, /\◦◦◦◦, /\
◦•
•◦ >= P2

(4) In order to deal now with ON , we can simply use the following formula:

ON = O+
N ∩ UN

At the categorical level, this tells us that ON is indeed easy, coming from:

D =< NC2,P2 >= P2

(5) We know that the subgroup S+
N ⊂ O+

N appears as follows:

C(S+
N) = C(O+

N)
/〈

u = magic
〉

In order to interpret the magic condition, consider the fork partition:

Y ∈ P (2, 1)
Given a corepresentation u, we have the following formulae:

(TY u
⊗2)i,jk =

∑
lm

(TY )i,lm(u
⊗2)lm,jk = uijuik

(uTY )i,jk =
∑
l

uil(TY )l,jk = δjkuij

We conclude that we have the following equivalence:

TY ∈ Hom(u⊗2, u) ⇐⇒ uijuik = δjkuij,∀i, j, k
The condition on the right being equivalent to the magic condition, we obtain:

C(S+
N) = C(O+

N)
/〈

TY ∈ Hom(u⊗2, u)
〉

Thus S+
N is indeed easy, the corresponding category of partitions being:

D =< Y >= NC

(6) Finally, in order to deal with SN , we can use the following formula:

SN = S+
N ∩ON

At the categorical level, this tells us that SN is indeed easy, coming from:

D =< NC,P2 >= P

Thus, we are led to the conclusions in the statement. □
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The above result is something quite deep, and we will see in what follows countless
applications of it. As a first such application, which is rather philosophical, we have:

Theorem 2.13. The constructions GN → G+
N with G = U,O, S are easy quantum

group liberations, in the sense that they come from the construction

D → D ∩NC

at the level of the associated categories of partitions.

Proof. This is clear indeed from Theorem 2.12, and from the following trivial equal-
ities, connecting the categories found there:

NC2 = P2 ∩NC , NC2 = P2 ∩NC , NC = P ∩NC

Thus, we are led to the conclusion in the statement. □

The above result is quite nice, because the various constructions GN → G+
N that we

saw in chapter 1, although natural, were something quite ad-hoc. Now all this is no longer
ad-hoc, and the next time that we will have to liberate a subgroup GN ⊂ UN , we know
what the recipe is, namely check if GN is easy, and if so, simply define G+

N ⊂ U+
N as being

the easy quantum group coming from the category D = DG ∩NC.

2c. Laws of characters

Let us discuss now some more advanced applications of Theorem 2.12, this time to
the computation of the law of the main character, in the spirit of Claim 2.1. First, we
have the following result, valid in the general easy quantum group setting:

Proposition 2.14. For an easy quantum group G = (GN), coming from a category
of partitions D = (D(k, l)), the moments of the main character are given by∫

GN

χk = dim
(
span

(
ξπ

∣∣∣π ∈ D(k)
))

where D(k) = D(∅, k), and with the notation ξπ = Tπ, for partitions π ∈ D(k).

Proof. According to the Peter-Weyl theory, and to the definition of easiness, the
moments of the main character are given by the following formula:∫

GN

χk =

∫
GN

χu⊗k

= dim
(
Fix(u⊗k)

)
= dim

(
span

(
ξπ

∣∣∣π ∈ D(k)
))

Thus, we obtain the formula in the statement. □
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With the above result in hand, you would probably say very nice, so in practice, this is
just a matter of counting the partitions appearing in Theorem 2.12, and then recovering
the measures having these numbers as moments. However, this is wrong, because such
a computation would lead to a law of χ which is independent on N ∈ N, and for the
classical groups at least, SN , ON , UN , we obviously cannot have such a result.

The mistake comes from the fact that the vectors ξπ are not necessarily linearly inde-
pendent. Let us record this finding, which will be of key importance for us:

Conclusion 2.15. The vectors associated to the partitions π ∈ P (k), namely

ξπ =
∑
i1...ik

δπ(i1, . . . , ik) ei1 ⊗ . . .⊗ eik

are not linearly independent, with this making the main character moments for SN ,∫
SN

χk = dim
(
span

(
ξπ

∣∣∣π ∈ P (k)))
depend on N ∈ N. Moreover, the same phenomenon happens for ON , UN .

All this suggests by doing some linear algebra for the vectors ξπ, but this looks rather
complicated, and let’s keep that for later. What we can do right away, instead, is that of
studying SN with alternative, direct techniques. And here we have:

Theorem 2.16. Consider the symmetric group SN , regarded as a compact group of
matrices, SN ⊂ ON , via the standard permutation matrices.

(1) The main character χ ∈ C(SN), defined as usual as χ =
∑

i uii, counts the
number of fixed points, χ(σ) = #{i|σ(i) = i}.

(2) The probability for a permutation σ ∈ SN to be a derangement, meaning to have
no fixed points at all, becomes, with N →∞, equal to 1/e.

(3) The law of the main character χ ∈ C(SN) becomes with N →∞ the Poisson law
p1 =

1
e

∑
k δk/k!, with respect to the counting measure.

Proof. This is something very classical, the proof being as follows:

(1) We have indeed the following computation, which gives the result:

χ(σ) =
∑
i

uii(σ) =
∑
i

δσ(i)i = #
{
i
∣∣∣σ(i) = i

}
(2) We use the inclusion-exclusion principle. Consider the following sets:

Si
N =

{
σ ∈ SN

∣∣∣σ(i) = i
}
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The probability that we are interested in is then given by:

P (χ = 0) =
1

N !

(
|SN | −

∑
i

|Si
N |+

∑
i<j

|Si
N ∩ S

j
N | −

∑
i<j<k

|Si
N ∩ S

j
N ∩ S

k
N |+ . . .

)

=
1

N !

N∑
r=0

(−1)r
∑

i1<...<ir

(N − r)!

=
1

N !

N∑
r=0

(−1)r
(
N

r

)
(N − r)!

=
N∑
r=0

(−1)r

r!

Since we have here the expansion of 1/e, this gives the result.

(3) This follows by generalizing the computation in (2). To be more precise, a similar
application of the inclusion-exclusion principle gives the following formula:

lim
N→∞

P (χ = k) =
1

k!e

Thus, we obtain in the limit a Poisson law of parameter 1, as stated. □

The above result is quite interesting, and tells us what to do next. As a first goal,
we can try to recover (3) there by using Proposition 2.14, and easiness. Then, once this
understood, we can try to look at S+

N , and then at ON , UN and O+
N , U

+
N too, with the

same objective, namely finding N →∞ results for the law of χ, using easiness.

So, back to Proposition 2.14 and Conclusion 2.15, and we have now to courageously
attack the main problem, namely the linear independence question for the vectors ξπ.
This will be quite technical. Let us begin with some standard combinatorics:

Definition 2.17. Let P (k) be the set of partitions of {1, . . . , k}, and π, σ ∈ P (k).
(1) We write π ≤ σ if each block of π is contained in a block of σ.
(2) We let π ∨ σ ∈ P (k) be the partition obtained by superposing π, σ.

Also, we denote by |.| the number of blocks of the partitions π ∈ P (k).

As an illustration here, at k = 2 we have P (2) = {||,⊓}, and we have:

|| ≤ ⊓
Also, at k = 3 we have P (3) = {|||,⊓|,⊓| , |⊓,⊓⊓}, and the order relation is as follows:

||| ≤ ⊓| , ⊓| , |⊓ ≤ ⊓⊓
In relation with our linear independence questions, the idea will be that of using:
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Proposition 2.18. The Gram matrix of the vectors ξπ is given by the formula

< ξπ, ξσ >= N |π∨σ|

where ∨ is the superposition operation, and |.| is the number of blocks.

Proof. According to the formula of the vectors ξπ, we have:

< ξπ, ξσ > =
∑
i1...ik

δπ(i1, . . . , ik)δσ(i1, . . . , ik)

=
∑
i1...ik

δπ∨σ(i1, . . . , ik)

= N |π∨σ|

Thus, we have obtained the formula in the statement. □

In order to study the Gram matrixGk(π, σ) = N |π∨σ|, and more specifically to compute
its determinant, we will use several standard facts about the partitions. We have:

Definition 2.19. The Möbius function of any lattice, and so of P , is given by

µ(π, σ) =


1 if π = σ

−
∑

π≤τ<σ µ(π, τ) if π < σ

0 if π ̸≤ σ

with the construction being performed by recurrence.

As an illustration here, for P (2) = {||,⊓}, we have by definition:

µ(||, ||) = µ(⊓,⊓) = 1

Also, || < ⊓, with no intermediate partition in between, so we obtain:

µ(||,⊓) = −µ(||, ||) = −1
Finally, we have ⊓ ̸≤ ||, and so we have as well the following formula:

µ(⊓, ||) = 0

Thus, as a conclusion, we have computed the Möbius matrix M2(π, σ) = µ(π, σ) of
the lattice P (2) = {||,⊓}, the formula being as follows:

M2 =

(
1 −1
0 1

)
Back to the general case now, the main interest in the Möbius function comes from

the Möbius inversion formula, which states that the following happens:

f(σ) =
∑
π≤σ

g(π) =⇒ g(σ) =
∑
π≤σ

µ(π, σ)f(π)

In linear algebra terms, the statement and proof of this formula are as follows:
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Theorem 2.20. The inverse of the adjacency matrix of P (k), given by

Ak(π, σ) =

{
1 if π ≤ σ

0 if π ̸≤ σ

is the Möbius matrix of P , given by Mk(π, σ) = µ(π, σ).

Proof. This is well-known, coming for instance from the fact that Ak is upper trian-
gular. Indeed, when inverting, we are led into the recurrence from Definition 2.19. □

As an illustration, for P (2) the formula M2 = A−1
2 appears as follows:(

1 −1
0 1

)
=

(
1 1
0 1

)−1

Now back to our Gram matrix considerations, we have the following key result:

Proposition 2.21. The Gram matrix of the vectors ξπ with π ∈ P (k),

Gπσ = N |π∨σ|

decomposes as a product of upper/lower triangular matrices, Gk = AkLk, where

Lk(π, σ) =

{
N(N − 1) . . . (N − |π|+ 1) if σ ≤ π

0 otherwise

and where Ak is the adjacency matrix of P (k).

Proof. We have the following computation, based on Proposition 2.18:

Gk(π, σ) = N |π∨σ|

= #
{
i1, . . . , ik ∈ {1, . . . , N}

∣∣∣ ker i ≥ π ∨ σ
}

=
∑

τ≥π∨σ

#
{
i1, . . . , ik ∈ {1, . . . , N}

∣∣∣ ker i = τ
}

=
∑

τ≥π∨σ

N(N − 1) . . . (N − |τ |+ 1)

According now to the definition of Ak, Lk, this formula reads:

Gk(π, σ) =
∑
τ≥π

Lk(τ, σ)

=
∑
τ

Ak(π, τ)Lk(τ, σ)

= (AkLk)(π, σ)

Thus, we are led to the formula in the statement. □
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As an illustration for the above result, at k = 2 we have P (2) = {||,⊓}, and the above
decomposition G2 = A2L2 appears as follows:(

N2 N
N N

)
=

(
1 1
0 1

)(
N2 −N 0
N N

)
We are led in this way to the following formula, due to Lindstöm [68]:

Theorem 2.22. The determinant of the Gram matrix Gk is given by

det(Gk) =
∏

π∈P (k)

N !

(N − |π|)!

with the convention that in the case N < k we obtain 0.

Proof. If we order P (k) as usual, with respect to the number of blocks, and then
lexicographically, Ak is upper triangular, and Lk is lower triangular. Thus, we have:

det(Gk) = det(Ak) det(Lk)

= det(Lk)

=
∏
π

Lk(π, π)

=
∏
π

N(N − 1) . . . (N − |π|+ 1)

Thus, we are led to the formula in the statement. □

Now back to easiness and laws of characters, we can formulate:

Theorem 2.23. For an easy quantum group G = (GN), coming from a category of
partitions D = (D(k, l)), the asymptotic moments of the main character are given by

lim
N→∞

∫
GN

χk = |D(k)|

where D(k) = D(∅, k), with the limiting sequence on the left consisting of certain integers,
and being stationary at least starting from the k-th term.

Proof. We know from Proposition 2.14 that we have the following formula:∫
GN

χk = dim
(
span

(
ξπ

∣∣∣π ∈ D(k)
))

Now since by Theorem 2.22 the vectors ξπ are linearly independent with N ≥ k, and
in particular with N →∞, we obtain the formula in the statement. □

This is very nice, and as a first application, we can recover as promised the Poisson
law result from Theorem 2.16, this time by using easiness, as follows:
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Theorem 2.24. For the symmetric group SN , the main character becomes Poisson

χ ∼ p1

in the N →∞ limit.

Proof. As already mentioned, this is something that we already know, from Theorem
2.16. Alternatively, according to Theorem 2.23, we have the following formula:

lim
N→∞

∫
SN

χk = |P (k)|

Now since a partition of {1, . . . , k + 1} appears by choosing s neighbors for 1, among
the k numbers available, and then partitioning the k − s elements left, the numbers on
the right Bk = |P (k)|, called Bell numbers, satisfy the following recurrence:

Bk+1 =
∑
s

(
k

s

)
Bk−s

On the other hand, the moments Mk of the Poisson law p1 = 1
e

∑
r δr/r! are subject

to the same recurrence formula, as shown by the following computation:

Mk+1 =
1

e

∑
r

(r + 1)k

r!

=
1

e

∑
r

rk

r!

(
1 +

1

r

)k

=
1

e

∑
r

rk

r!

∑
s

(
k

s

)
r−s

=
∑
s

(
k

s

)
· 1
e

∑
r

rk−s

r!

=
∑
s

(
k

s

)
Mk−s

As for the initial values, at k = 1, 2, these are 1, 2, for both the Bell numbers Bk, and
the Poisson moments Mk. Thus we have Bk =Mk, which gives the result. □

2d. Free probability

Moving ahead, we have now to work out free analogues of Theorem 2.24 for the other
easy quantum groups that we know. A bit of thinking at traces of unitary matrices
suggests that for the groups ON , UN we should get the real and complex normal laws. As
for O+

N , U
+
N , S

+
N , we are a bit in the dark here, and we can only say that we can expect to

have “free versions” of the real and complex normal laws, and of the Poisson law.
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Long story short, the combinatorics ahead looks quite complicated, and we are in need
of a crash course on probability. So, let us start with that, classical and free probability,
and we will come back later to combinatorics and quantum groups. We first have:

Definition 2.25. Let A be a C∗-algebra, given with a trace tr : A→ C.
(1) The elements a ∈ A are called random variables.
(2) The moments of such a variable are the numbers Mk(a) = tr(ak).
(3) The law of such a variable is the functional µ : P → tr(P (a)).

Here k = ◦ • • ◦ . . . is by definition a colored integer, and the corresponding powers ak

are defined by the following formulae, and multiplicativity:

a∅ = 1 , a◦ = a , a• = a∗

As for the polynomial P , this is a noncommuting ∗-polynomial in one variable:

P ∈ C < X,X∗ >

Observe that the law is uniquely determined by the moments, because we have:

P (X) =
∑
k

λkX
k =⇒ µ(P ) =

∑
k

λkMk(a)

Generally speaking, the above definition is something quite abstract, but there is no
other way of doing things, at least at this level of generality. However, in certain special
cases, the formalism simplifies, and we recover more familiar objects, as follows:

Proposition 2.26. Assuming that a ∈ A is normal, aa∗ = a∗a, its law corresponds
to a probability measure on its spectrum σ(a) ⊂ C, according to the following formula:

tr(P (a)) =

∫
σ(a)

P (x)dµ(x)

When the trace is faithful we have supp(µ) = σ(a). Also, in the particular case where the
variable is self-adjoint, a = a∗, this law is a real probability measure.

Proof. This is something very standard, coming from the Gelfand theorem, applied
to the algebra < a >, which is commutative, and then the Riesz theorem. □

Following Voiculescu [90], we have the following two notions of independence:

Definition 2.27. Two subalgebras A,B ⊂ C are called independent when

tr(a) = tr(b) = 0 =⇒ tr(ab) = 0

holds for any a ∈ A and b ∈ B, and free when

tr(ai) = tr(bi) = 0 =⇒ tr(a1b1a2b2 . . .) = 0

holds for any ai ∈ A and bi ∈ B.
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In short, we have here a straightforward extension of the usual notion of independence,
in the framework of Definition 2.25, along with a quite natural free analogue of it. In order
to understand what is going on, let us first discuss some basic models for independence
and freeness. We have the following result, from [90], which clarifies things:

Proposition 2.28. Given two algebras (A, tr) and (B, tr), the following hold:

(1) A,B are independent inside their tensor product A⊗B.
(2) A,B are free inside their free product A ∗B.

Proof. Both the assertions are clear from definitions, after some standard discussion
regarding the tensor product and free product trace. See Voiculescu [90]. □

In relation with groups, we have the following result:

Proposition 2.29. We have the following results, valid for group algebras:

(1) C∗(Γ), C∗(Λ) are independent inside C∗(Γ× Λ).
(2) C∗(Γ), C∗(Λ) are free inside C∗(Γ ∗ Λ).

Proof. This follows from the general results in Proposition 2.28, along with the
following two isomorphisms, which are both standard:

C∗(Γ× Λ) = C∗(Λ)⊗ C∗(Γ) , C∗(Γ ∗ Λ) = C∗(Λ) ∗ C∗(Γ)

Alternatively, we can prove this directly, by using the fact that each algebra is spanned
by the corresponding group elements, and checking the result on group elements. □

In order to study independence and freeness, our main tool will be:

Theorem 2.30. The convolution is linearized by the log of the Fourier transform,

Ff (x) = E(eixf )

and the free convolution is linearized by the R-transform, given by:

Gµ(ξ) =

∫
R

dµ(t)

ξ − t
=⇒ Gµ

(
Rµ(ξ) +

1

ξ

)
= ξ

Proof. In what regards the first assertion, if f, g are independent, we have indeed:

Ff+g(x) =

∫
R
eixzd(µf ∗ µg)(z)

=

∫
R×R

eix(z+t)dµf (z)dµg(t)

=

∫
R
eixzdµf (z)

∫
R
eixtdµg(t)

= Ff (x)Fg(x)
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As for the second assertion, here we need a good model for free convolution, and the
best is to use the semigroup algebra of the free semigroup on two generators:

A = C∗(N ∗ N)
Indeed, we have some freeness in the semigroup setting, a bit in the same way as for

the group algebras C∗(Γ ∗ Λ), from Proposition 2.29, and in addition to this fact, and to
what happens in the group algebra case, the following two key things happen:

(1) The variables of type S∗+f(S), with S ∈ C∗(N) being the shift, and with f ∈ C[X]
being a polynomial, model in moments all the distributions µ : C[X]→ C. This is indeed
something elementary, which can be checked via a direct algebraic computation.

(2) Given f, g ∈ C[X], the variables S∗+ f(S) and T ∗+ g(T ), where S, T ∈ C∗(N ∗N)
are the shifts corresponding to the generators of N ∗ N, are free, and their sum has the
same law as S∗ + (f + g)(S). This follows indeed by using a 45◦ argument.

With this in hand, we can see that the operation µ→ f linearizes the free convolution.
We are therefore left with a computation inside C∗(N), whose conclusion is that Rµ = f
can be recaptured from µ via the Cauchy transform Gµ, as stated. See [90]. □

As a first result now, which is central and classical and free probability, we have:

Theorem 2.31 (CLT). Given self-adjoint variables x1, x2, x3, . . . which are i.i.d./f.i.d.,
centered, with variance t > 0, we have, with n→∞, in moments,

1√
n

n∑
i=1

xi ∼ gt/γt

where gt/γt are the normal and Wigner semicircle law of parameter t, given by:

gt =
1√
2πt

e−x2/2tdx , γt =
1

2πt

√
4t2 − x2dx

Proof. This is routine, by using the Fourier transform and the R-transform. □

Next, we have the following complex version of the CLT:

Theorem 2.32 (CCLT). Given variables x1, x2, x3, . . . which are i.i.d./f.i.d., centered,
with variance t > 0, we have, with n→∞, in moments,

1√
n

n∑
i=1

xi ∼ Gt/Γt

where Gt/Γt are the complex normal and Voiculescu circular law of parameter t, given by:

Gt = law

(
1√
2
(a+ ib)

)
, Γt = law

(
1√
2
(α + iβ)

)
where a, b/α, β are independent/free, each following the law gt/γt.
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Proof. This follows indeed from the CLT, by taking real and imaginary parts. □

Finally, we have the following discrete version of the CLT:

Theorem 2.33 (PLT). The following Poisson limits converge, for any t > 0,

pt = lim
n→∞

((
1− t

n

)
δ0 +

t

n
δ1

)∗n

, πt = lim
n→∞

((
1− t

n

)
δ0 +

t

n
δ1

)⊞n

the limiting measures being the Poisson law pt, and the Marchenko-Pastur law πt,

pt =
1

et

∞∑
k=0

tkδk
k!

, πt = max(1− t, 0)δ0 +
√
4t− (x− 1− t)2

2πx
dx

with at t = 1, the Marchenko-Pastur law being π1 =
1
2π

√
4x−1 − 1 dx.

Proof. This is again routine, by using the Fourier and R-transform. □

This was for the basic classical and free probability. In relation now with combina-
torics, we have the following result, which reminds easiness, and is of interest for us:

Theorem 2.34. The moments of the various central limiting measures, namely

πt γt Γt

pt gt Gt

are always given by the same formula, involving partitions, namely

Mk =
∑

π∈D(k)

t|π|

with the sets of partitions D(k) in question being respectively

NC

��

NC2

��

oo NC2oo

��
P P2
oo P2

oo

and with |.| being the number of blocks.

Proof. This follows indeed from the various computations leading to Theorems 2.31,
2.32, 2.33, and details can be found in any free probability book. See [90]. □
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It is possible to say more on this, following Rota in the classical case, Speicher in the
free case, and Bercovici-Pata for the classical/free correspondence. We first have:

Definition 2.35. The cumulants of a self-adjoint variable a ∈ A are given by

logFa(ξ) =
∞∑
n=1

kn(a)
(iξ)n

n!

and the free cumulants of the same variable a ∈ A are given by:

Ra(ξ) =
∞∑
n=1

κn(a)ξ
n−1

Moreover, we have extensions of these notions to the non-self-adjoint case.

In what follows we will only discuss the self-adjoint case, which is simpler, and illustrat-
ing. Since the classical and free cumulants are by definition certain linear combinations
of the moments, we should have conversion formulae. The result here is as follows:

Theorem 2.36. The moments can be recaptured out of cumulants via

Mn(a) =
∑

π∈P (n)

kπ(a) , Mn(a) =
∑

π∈NC(n)

κπ(a)

with the convention that kπ, κπ are defined by multiplicativity over blocks. Also,

kn(a) =
∑

ν∈P (n)

µP (ν, 1n)Mν(a) , κn(a) =
∑

ν∈NC(n)

µNC(ν, 1n)Mν(a)

where µP , µNC are the Möbius functions of P (n), NC(n).

Proof. Here the first formulae follow from Definition 2.35, by doing some combina-
torics, and the second formulae follow from them, via Möbius inversion. □

In relation with the various laws that we are interested in, we have:

Proposition 2.37. The classical and free cumulants are as follows:

(1) For µ = δc both the classical and free cumulants are c, 0, 0, . . .
(2) For µ = gt/γt the classical/free cumulants are 0, t, 0, 0, . . .
(3) For µ = pt/πt the classical/free cumulants are t, t, t, . . .

Proof. Here (1) is something trivial, and (2,3) can be deduced either directly, starting
from the definition of the various laws involved, or by using Theorem 2.34. □

Following now Bercovici-Pata [18], let us formulate the following definition:

Definition 2.38. If the classical cumulants of η equal the free cumulants of µ,

kn(η) = κn(µ)

we say that η is the classical version of µ, and that µ is the free version of η.
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All this is quite interesting, and we have now a better understanding of Theorem 2.34,
the point there being that on the vertical, we have measures in Bercovici-Pata bijection.
Now back to quantum groups, we first have the following result, from [5]:

Theorem 2.39. The asymptotic laws of characters for the basic quantum groups,

S+
N

// O+
N

// U+
N

SN
//

OO

ON
//

OO

UN

OO

are precisely the main laws in classical and free probability at t = 1.

Proof. This follows indeed from our various easiness considerations before, and from
Theorem 2.34 applied at t = 1, which gives Mk = |D(k)| in this case. □

More generally, again following [5], let us discuss now the computation for the trun-
cated characters. These are variables constructed as follows:

Definition 2.40. Associated to any Woronowicz algebra (A, u) are the variables

χt =

[tN ]∑
i=1

uii

depending on a parameter t ∈ (0, 1], called truncations of the main character.

In order to understand what these variables χt are about, let us first investigate the
symmetric group SN . We have here the following result:

Theorem 2.41. For the symmetric group SN ⊂ ON , the truncated character

χt(g) =

[tN ]∑
i=1

uii

becomes, with N →∞, a Poisson variable of parameter t.

Proof. This can be deduced via inclusion-exclusion, as in the proof of Theorem 2.16,
but let us prove this via an alternative method, which is instructive as well. Our first
claim is that the integrals over SN are given by the following formula:∫

SN

ui1j1 . . . uikjk =

{
(N−| ker i|)!

N !
if ker i = ker j

0 otherwise

Indeed, according to the definition of uij, the above integrals are given by:∫
SN

ui1j1 . . . uikjk =
1

N !
#
{
σ ∈ SN

∣∣∣σ(j1) = i1, . . . , σ(jk) = ik

}
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But this proves our claim. Now with the above formula in hand, with Skb being the
Stirling numbers, counting the partitions in P (k) having b blocks, we have:∫

SN

χk
t =

[tN ]∑
i1...ik=1

∫
SN

ui1i1 . . . uikik

=
∑

π∈P (k)

[tN ]!

([tN ]− |π|!)
· (N − |π|!)

N !

=

[tN ]∑
b=1

[tN ]!

([tN ]− b)!
· (N − b)!

N !
· Skb

Thus with N →∞ the moments are Mk ≃
∑k

b=1 Skbt
b, which gives the result. □

Summarizing, we have nice results about SN . In general, however, and in particular
for ON , UN and S+

N , O
+
N , U

+
N , there is no simple trick as for SN , and we must use general

integration methods, from [5], [36]. We have here the following formula:

Theorem 2.42. For an easy quantum group G ⊂u U+
N , coming from a category of

partitions D = (D(k, l)), we have the Weingarten integration formula∫
G

ui1j1 . . . uikjk =
∑

π,σ∈D(k)

δπ(i)δσ(j)WkN(π, σ)

where D(k) = D(∅, k), δ are usual Kronecker symbols, and WkN = G−1
kN , with

GkN(π, σ) = N |π∨σ|

where |.| is the number of blocks.

Proof. This follows from the general Weingarten formula from Theorem 2.4. Indeed,
in the easy case we can take Dk = D(k, k), and the Kronecker symbols are given by:

δξπ(i) =< ξπ, ei1 ⊗ . . .⊗ eik >= δπ(i1, . . . , ik)

The Gram matrix being as well the correct one, we obtain the result. See [5]. □

With the above formula in hand, we can go back to the question of computing the
laws of truncated characters. First, we have the following moment formula, from [5]:

Proposition 2.43. The moments of truncated characters are given by the formula∫
G

(u11 + . . .+ uss)
k = Tr(WkNGks)

where GkN and WkN = G−1
kN are the associated Gram and Weingarten matrices.
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Proof. We have indeed the following computation:∫
G

(u11 + . . .+ uss)
k =

s∑
i1=1

. . .

s∑
ik=1

∫
ui1i1 . . . uikik

=
∑

π,σ∈D(k)

WkN(π, σ)
s∑

i1=1

. . .

s∑
ik=1

δπ(i)δσ(i)

=
∑

π,σ∈D(k)

WkN(π, σ)Gks(σ, π)

= Tr(WkNGks)

Thus, we have obtained the formula in the statement. □

In order to process now the above formula, things are quite technical, and won’t work
well in general. We must impose here a uniformity condition, as follows:

Theorem 2.44. For an easy quantum group G = (GN), coming from a category of
partitions D ⊂ P , the following conditions are equivalent:

(1) GN−1 = GN ∩ U+
N−1, via the embedding U+

N−1 ⊂ U+
N given by u→ diag(u, 1).

(2) GN−1 = GN ∩ U+
N−1, via the N possible diagonal embeddings U+

N−1 ⊂ U+
N .

(3) D is stable under the operation which consists in removing blocks.

If these conditions are satisfied, we say that G = (GN) is uniform.

Proof. This is something very standard, the idea being as follows:

(1) ⇐⇒ (2) This equivalence is elementary, coming from the inclusion SN ⊂ GN ,
which makes everything SN -invariant.

(1) ⇐⇒ (3) Given a closed subgroup K ⊂ U+
N−1, with fundamental corepresentation

u, consider the following N ×N matrix:

v =

(
u 0
0 1

)
Then for any π ∈ P (k) a standard computation shows that we have:

ξπ ∈ Fix(v⊗k) ⇐⇒ ξπ′ ∈ Fix(v⊗k′), ∀π′ ∈ P (k′), π′ ⊂ π

Now with this in hand, the result follows from Tannakian duality. □

By getting back now to the truncated characters, we have the following result:

Theorem 2.45. For a uniform easy quantum group G = (GN), we have the formula

lim
N→∞

∫
GN

χk
t =

∑
π∈D(k)

t|π|

with D ⊂ P being the associated category of partitions.



56 2. DIAGRAMS, EASINESS

Proof. In the uniform case the Gram matrix, and so the Weingarten matrix too, are
asymptotically diagonal, so the asymptotic moments are given by:∫

GN

χk
t = Tr(WkNGk[tN ]) ≃

∑
π∈D(k)

N−|π|[tN ]|π| ≃
∑

π∈D(k)

t|π|

Thus, we are led to the conclusion in the statement. See [5], [17]. □

We can now improve our quantum group results, as follows:

Theorem 2.46. The asymptotic laws of truncated characters for the quantum groups

S+
N

// O+
N

// U+
N

SN
//

OO

ON
//

OO

UN

OO

are precisely the main limiting laws in classical and free probability, namely:

πt γt Γt

pt gt Gt

Proof. This follows indeed from easiness, Theorem 2.34 and Theorem 2.45. □

2e. Exercises

Exercises:

Exercise 2.47.

Exercise 2.48.

Exercise 2.49.

Exercise 2.50.

Exercise 2.51.

Exercise 2.52.

Exercise 2.53.

Exercise 2.54.

Bonus exercise.



CHAPTER 3

Algebraic invariants

3a. Rotation groups

We have seen that the inclusion SN ⊂ S+
N , and its companion inclusions ON ⊂ O+

N

and UN ⊂ U+
N , are all liberations in the sense of easy quantum group theory, and that

some representation theory consequences, in the N →∞ limit, can be derived from this.
We discuss here the case where N ∈ N is fixed, which is more technical.

Let us first study the representations of O+
N . We know that in the N → ∞ limit we

have χ ∼ γ1, and as a first question, we would like to know how the irreducible repre-
sentations of a “formal quantum group” should look like, when subject to the condition
χ ∼ γ1. And fortunately, the answer here is very simple, coming from SU2:

Theorem 3.1. The group SU2 is as follows:

(1) The main character is real, its odd moments vanish, and its even moments are
the Catalan numbers: ∫

SU2

χ2k = Ck

(2) This main character follows the Wigner semicircle law, χ ∼ γ1.
(3) The irreducible representations can be labelled by positive integers, rk with k ∈ N,

and the fusion rules for these representations are:

rk ⊗ rl = r|k−l| + r|k−l|+2 + . . .+ rk+l

(4) The dimensions of these representations are dim rk = k + 1.

Proof. There are many possible proofs here, the idea being as follows:

(1,2) These statements are equivalent, and in order to prove them, a simple argument
is by using the well-known isomorphism SU2 ≃ S3

R, coming from:

SU2 =

{(
x+ iy z + it
−z + it x− iy

) ∣∣∣x2 + y2 + z2 + t2 = 1

}
Indeed, in this picture the moments of χ = 2x can be computed via spherical coordi-

nates and some calculus, and follow to be the Catalan numbers:

Ck =
1

k + 1

(
2k

k

)
57
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As for the formula χ ∼ γ1, this follows from this, and is geometrically clear as well.

(3,4) Our claim is that we can construct, by recurrence on k ∈ N, a sequence rk of
irreducible, self-adjoint and distinct representations of SU2, satisfying:

r0 = 1 , r1 = u , rk−1 ⊗ r1 = rk−2 + rk

Indeed, assume that r0, . . . , rk−1 are constructed, and let us construct rk. We have:

rk−2 ⊗ r1 = rk−3 + rk−1

Thus rk−1 ⊂ rk−2 ⊗ r1, and since rk−2 is irreducible, by Frobenius we have:

rk−2 ⊂ rk−1 ⊗ r1
We conclude there exists a certain representation rk such that:

rk−1 ⊗ r1 = rk−2 + rk

By recurrence, rk is self-adjoint. Now observe that according to our recurrence formula,
we can split u⊗k as a sum of the following type, with positive coefficients:

u⊗k = ckrk + ck−2rk−2 + ck−4rk−4 + . . .

We conclude by Peter-Weyl that we have an inequality as follows, with equality pre-
cisely when rk is irreducible, and non-equivalent to the other summands ri:∑

i

c2i ≤ dim(End(u⊗k))

But by (1) the number on the right is Ck, and some straightforward combinatorics,
based on the fusion rules, shows that the number on the left is Ck as well. Thus:

Ck =
∑
i

c2i ≤ dim(End(u⊗k)) =

∫
SU2

χ2k = Ck

We conclude that we have equality in our estimate, so our representation rk is ir-
reducible, and non-equivalent to rk−2, rk−4, . . . Moreover, this representation rk is not
equivalent to rk−1, rk−3, . . . either, with this coming from rp ⊂ u⊗p, and from:

dim(Fix(u⊗2s+1)) =

∫
SU2

χ2s+1 = 0

Thus, we have proved our claim. Now since each irreducible representation of SU2

must appear in some tensor power u⊗k, and we know how to decompose each u⊗k into
sums of representations rk, these representations rk are all the irreducible representations
of SU2, and we are done with (3). As for the formula in (4), this is clear. □

There are of course many other proofs for the above result, which are all instructive,
and we recommend here any good book on geometry and physics. In what concerns us,
the above will do, and we will be back to this later, with some further comments.



3A. ROTATION GROUPS 59

Getting back now to O+
N , we know that in the N → ∞ limit we have χ ∼ γ1, so

by the above when formally setting N = ∞, the fusion rules are the same as for SU2.
Miraculously, however, this happens in fact at any N ≥ 2, the result being as follows:

Theorem 3.2. The quantum groups O+
N with N ≥ 2 are as follows:

(1) The odd moments of the main character vanish, and the even moments are:∫
O+

N

χ2k = Ck

(2) This main character follows the Wigner semicircle law, χ ∼ γ1.
(3) The fusion rules for irreducible representations are as for SU2, namely:

rk ⊗ rl = r|k−l| + r|k−l|+2 + . . .+ rk+l

(4) We have dim rk = (qk+1 − q−k−1)/(q − q−1), with q + q−1 = N .

Proof. The idea is to skilfully recycle the proof of Theorem 3.1, as follows:

(1,2) These assertions are equivalent, and since we cannot prove them directly, we will
simply say that these follow from the combinatorics in (3) below.

(3,4) As before, our claim is that we can construct, by recurrence on k ∈ N, a sequence
r0, r1, r2, . . . of irreducible, self-adjoint and distinct representations of O+

N , satisfying:

r0 = 1 , r1 = u , rk−1 ⊗ r1 = rk−2 + rk

In order to do so, we can use as before rk−2⊗ r1 = rk−3 + rk−1 and Frobenius, and we
conclude there exists a certain representation rk such that:

rk−1 ⊗ r1 = rk−2 + rk

As a first observation, rk is self-adjoint, because its character is a certain polynomial
with integer coefficients in χ, which is self-adjoint. In order to prove now that rk is
irreducible, and non-equivalent to r0, . . . , rk−1, let us split as before u

⊗k, as follows:

u⊗k = ckrk + ck−2rk−2 + ck−4rk−4 + . . .

The point now is that we have the following equalities and inequalities:

Ck =
∑
i

c2i ≤ dim(End(u⊗k)) ≤ |NC2(k, k)| = Ck

Indeed, the equality at left is clear as before, then comes a standard inequality, then
an inequality coming from easiness, then a standard equality. Thus, we have equality,
so rk is irreducible, and non-equivalent to rk−2, rk−4, . . . Moreover, rk is not equivalent to
rk−1, rk−3, . . . either, by using the same argument as for SU2, and the end of the proof of
(3) is exactly as for SU2. As for (4), by recurrence we obtain, with q + q−1 = N :

dim rk = qk + qk−2 + . . .+ q−k+2 + q−k

But this gives the dimension formula in the statement, and we are done. □
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The above result raises several interesting questions. For instance we would like to
know if Theorem 3.1 can be unified with Theorem 3.2. Also, combinatorially speaking,
we would like to have a better understanding of the “miracle” making Theorem 3.2 hold
at any N ≥ 2, instead of N =∞ only. These questions will be answered in due time.

Regarding now the quantum group U+
N , a similar result holds here, which is also

elementary, using only algebraic techniques, based on easiness. Let us start with:

Theorem 3.3. We have isomorphisms as follows,

U+
N = Õ+

N , PO+
N = PU+

N

modulo the usual equivalence relation for compact quantum groups.

Proof. The above isomorphisms both come from easiness, as follows:

(1) We have embeddings as follows, with the first one coming by using the counit, and
with the second one coming from the universality property of U+

N :

O+
N ⊂ Õ+

N ⊂ U+
N

We must prove that the embedding on the right is an isomorphism. In order to do so,
let us denote by v, zv, u the fundamental representations of the above quantum groups.
At the level of the associated Hom spaces we obtain reverse inclusions, as follows:

Hom(v⊗k, v⊗l) ⊃ Hom((zv)⊗k, (zv)⊗l) ⊃ Hom(u⊗k, u⊗l)

But the spaces on the left and on the right are known from chapter 2, the easiness
result there stating that these are as follows:

span
(
Tπ

∣∣∣π ∈ NC2(k, l)
)
⊃ span

(
Tπ

∣∣∣π ∈ NC2(k, l))
Regarding the spaces in the middle, these are obtained from those on the left by

coloring, and we obtain the same spaces as those on the right. Thus, by Tannakian duality,

our embedding Õ+
N ⊂ U+

N is an isomorphism, modulo the usual equivalence relation.

(2) Regarding now the projective versions, the result here follows from:

PU+
N = PÕ+

N = PO+
N

Alternatively, with the notations in the proof of (1), we have:

Hom
(
(v ⊗ v)k, (v ⊗ v)l

)
= span

(
Tπ

∣∣∣π ∈ NC2((◦•)k, (◦•)l)
)

Hom
(
(u⊗ ū)k, (u⊗ ū)l

)
= span

(
Tπ

∣∣∣π ∈ NC2((◦•)k, (◦•)l))
The sets on the right being equal, we conclude that the inclusion PO+

N ⊂ PU+
N pre-

serves the corresponding Tannakian categories, and so must be an isomorphism. □

Getting now to the representations of U+
N , the result here is as follows:
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Theorem 3.4. The quantum groups U+
N with N ≥ 2 are as follows:

(1) The moments of the main character count the matching pairings:∫
U+
N

χk = |NC2(k)|

(2) The main character follows the Voiculescu circular law of parameter 1:

χ ∼ Γ1

(3) The irreducible representations are indexed by N ∗ N, with as fusion rules:

rk ⊗ rl =
∑

k=xy,l=ȳz

rxz

(4) The corresponding dimensions dim rk can be computed by recurrence.

Proof. There are several proofs here, the idea being as follows:

(1) The original proof, explained for instance in [5], is by construcing the representa-
tions rk by recurrence, exactly as in the proof of Theorem 3.2, and then arguing, also as
there, that the combinatorics found proves the first two assertions as well. In short, what
we have is a “complex remake” of Theorem 3.2, which can be proved in a similar way.

(2) An alternative argument, discussed as well in [5], is by using Theorem 3.3. Indeed,

the fusion rules for U+
N = Õ+

N can be computed by using those of O+
N , and we end up

with the above “free complexification” of the Clebsch-Gordan rules. As for the first two

assertions, these follow too from U+
N = Õ+

N , via standard free probability. □

As a conclusion, our results regarding O+
N , U

+
N show that the N → ∞ convergence

of the law of the main character to γ1,Γ1, known since chapter 2, is in fact stationary,
starting with N = 2. And this is quite a miracle, for instance because for ON , UN , some
elementary computations show that the same N → ∞ convergence, this time to the
normal laws g1, G1, is far from being stationary. Thus, it is tempting to formulate:

Conclusion 3.5. The free world is simpler than the classical world.

And please don’t get me wrong, especially if you’re new to the subject, having struggled
with the free material explained so far in this book. What I’m saying here is that, once
you’re reasonably advanced, and familiar with freeness, and so you will be soon, a second
look at what has been said so far in this book can only lead to the above conclusion.

More on this later, in connection with permutations and quantum permutations too.
Finally, as an extra piece of evidence, we have the isomorphism PO+

N = PU+
N from

Theorem 3.3, which is something quite intruiguing too, suggesting that the “free projective
geometry is scalarless”. We will be back to this later, with the answer that yes, free
projective geometry is indeed scalarless, simpler than classical projective geometry.
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3b. Clebsch-Gordan rules

We discuss now the representation theory of S+
N at N ≥ 4. Let us begin our study

exactly as for O+
N . We know that in the N → ∞ limit we have χ ∼ π1, and as a

first question, we would like to know how the irreducible representations of a “formal
quantum group” should look like, when subject to the condition χ ∼ π1. And fortunately,
the answer here is very simple, involving this time the group SO3:

Theorem 3.6. The group SO3 is as follows:

(1) The moments of the main character are the Catalan numbers:∫
SO3

χk = Ck

(2) The main character follows the Marchenko-Pastur law of parameter 1:

χ ∼ π1

(3) The fusion rules for irreducible representations are as follows:

rk ⊗ rl = r|k−l| + r|k−l|+1 + . . .+ rk+l

(4) The dimensions of these representations are dim rk = 2k − 1.

Proof. As before with SU2, there are many possible proofs here, which are all in-
structive. Here is our take on the subject, in the spirit of our proof for SU2:

(1,2) These statements are equivalent, and in order to prove them, a simple argument
is by using the SU2 result, and the double cover map SU2 → SO3. Indeed, let us recall
from the proof for SU2 that we have an isomorphism SU2 ≃ S3

R, coming from:

SU2 =

{(
x+ iy z + it
−z + it x− iy

) ∣∣∣x2 + y2 + z2 + t2 = 1

}
The point now is that we have a double cover map SU2 → SO3, which gives the

following formula for the generic elements of SO3, called Euler-Rodrigues formula:

U =

x2 + y2 − z2 − t2 2(yz − xt) 2(xz + yt)
2(xt+ yz) x2 + z2 − y2 − t2 2(zt− xy)
2(yt− xz) 2(xy + zt) x2 + t2 − y2 − z2


It follows that the main character of SO3 is given by the following formula:

χ(U) = Tr(U) + 1

= 3x2 − y2 − z2 − t2 + 1

= 4x2

On the other hand, we know from Theorem 3.1 and its proof that 2x ∼ γ1. Now since
we have f ∼ γ1 =⇒ f 2 ∼ π1, we obtain χ ∼ π1, as desired.
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(3,4) Our claim is that we can construct, by recurrence on k ∈ N, a sequence rk of
irreducible, self-adjoint and distinct representations of SO3, satisfying:

r0 = 1 , r1 = u− 1 , rk−1 ⊗ r1 = rk−2 + rk−1 + rk

Indeed, assume that r0, . . . , rk−1 are constructed, and let us construct rk. The Frobe-
nius trick from the proof for SU2 will no longer work, as you can verify yourself, so we
have to invoke (1). To be more precise, by integrating characters we obtain:

rk−1, rk−2 ⊂ rk−1 ⊗ r1
Thus, there exists a representation rk such that:

rk−1 ⊗ r1 = rk−2 + rk−1 + rk

Once again by integrating characters, we conclude that rk is irreducible, and non-
equivalent to r1, . . . , rk−1, and this proves our claim. Also, since any irreducible repre-
sentation of SO3 must appear in some tensor power of u, and we can decompose each
u⊗k into sums of representations rp, we conclude that these representations rp are all the
irreducible representations of SO3. Finally, the dimension formula is clear. □

Based on the above result, and on what we know about the relation between SU2 and
the quantum groups O+

N at N ≥ 2, we can safely conjecture that the fusion rules for S+
N

at N ≥ 4 should be the same as for SO3. However, a careful inspection of the proof of
Theorem 3.6 shows that, when trying to extend it to S+

4 , a bit in the same way as the
proof of Theorem 3.1 was extended to O+

N , we run into a serious problem, namely:

Problem 3.7. Regarding S+
N with N ≥ 4, we can’t get away with the estimate∫

S+
N

χk ≤ Ck

because the Frobenius trick won’t work. We need equality in this estimate.

To be more precise, the above estimate comes from easiness, and we have seen that
for O+

N with N ≥ 2, a similar easiness estimate, when coupled with the Frobenius trick,
does the job. However, the proof of Theorem 3.6 makes it clear that no Frobenius trick
is available, and so we need equality in the above estimate, as indicated.

So, how to prove the equality? The original argument, from [5], is something quick
and advanced, saying that modulo some standard identifications, we are in need of the
fact that the trace on the Temperley-Lieb algebra TLN(k) = span(NC2(k, k)) is faithful
at index values N ≥ 4, and with this being true by the results of Jones in [58]. However,
while very quick, this remains something advanced, because the paper [58] itself is based
on a good deal of von Neumann algebra theory, covering a whole book or so. And so, we
don’t want to get into this, at least at this stage of our presentation.
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In short, we are a bit in trouble. But no worries, there should be a pedestrian way
of solving our problem, because that is how reasonable mathematics is made, always
available to pedestrians. Here is an idea for a solution, which is a no-brainer:

Solution 3.8. We can get the needed equality at N ≥ 4, namely∫
S+
N

χk = Ck

by proving that the vectors {ξπ|π ∈ NC(k)} are linearly independent.

Indeed, this is something coming from easiness, and since this problem does not look
that scary, let us try to solve it. As a starting point for our study, we have:

Proposition 3.9. The following are linearly independent, at any N ≥ 2:

(1) The linear maps
{
Tπ
∣∣π ∈ NC2(k, l)

}
, with k + l ∈ 2N.

(2) The vectors
{
ξπ
∣∣π ∈ NC2(2k)

}
, with k ∈ N.

(3) The linear maps
{
Tπ
∣∣π ∈ NC2(k, k)

}
, with k ∈ N.

Proof. All this follows from the dimension equalities established in the proof of
Theorem 3.2, because in all cases, the number of partitions is a Catalan number. □

In order to pass now to quantum permutations, we can use the following trick:

Proposition 3.10. We have a bijection NC(k) ≃ NC2(2k), constructed by fattening
and shrinking, as follows:

(1) The application NC(k)→ NC2(2k) is the “fattening” one, obtained by doubling
all the legs, and doubling all the strings too.

(2) Its inverse NC2(2k) → NC(k) is the “shrinking” application, obtained by col-
lapsing pairs of consecutive neighbors.

Proof. The fact that the above two operations are indeed inverse to each other is
clear, by drawing pictures, and computing the corresponding compositions. □

At the level of the associated Gram matrices, the result is as follows:

Proposition 3.11. The Gram matrices of NC2(2k) ≃ NC(k) are related by

G2k,n(π, σ) = nk(∆−1
knGk,n2∆−1

kn )(π
′, σ′)

where π → π′ is the shrinking operation, and ∆kn is the diagonal of Gkn.

Proof. In the context of the bijection from Proposition 3.10, we have:

|π ∨ σ| = k + 2|π′ ∨ σ′| − |π′| − |σ′|
We therefore have the following formula, valid for any n ∈ N:

n|π∨σ| = nk+2|π′∨σ′|−|π′|−|σ′|

Thus, we are led to the formula in the statement. □
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We can now formulate a “projective” version of Proposition 3.9, as follows:

Proposition 3.12. The following are linearly independent, for N = n2 with n ≥ 2:

(1) The linear maps
{
Tπ
∣∣π ∈ NC(k, l)}, with k, l ∈ 2N.

(2) The vectors
{
ξπ
∣∣π ∈ NC(k)}, with k ∈ N.

(3) The linear maps
{
Tπ
∣∣π ∈ NC(k, k)}, with k ∈ N.

Proof. This follows from the various linear independence results from Proposition
3.9, by using the Gram matrix formula from Proposition 3.11, along with the well-known
fact that vectors are linearly independent when their Gram matrix is invertible. □

Good news, we can now discuss S+
N with N = n2, n ≥ 2, as follows:

Theorem 3.13. The quantum groups S+
N with N = n2, n ≥ 2 are as follows:

(1) The moments of the main character are the Catalan numbers:∫
S+
N

χk = Ck

(2) The main character follows the Marchenko-Pastur law, χ ∼ π1.
(3) The fusion rules for irreducible representations are as for SO3, namely:

rk ⊗ rl = r|k−l| + r|k−l|+1 + . . .+ rk+l

(4) We have dim rk = (qk+1 − q−k)/(q − 1), with q + q−1 = N − 2.

Proof. This is quite similar to the proof of Theorem 3.2, by using the linear inde-
pendence result from Proposition 3.12 as main ingredient, as follows:

(1) We have the following computation, using Peter-Weyl, then the easiness property
of S+

N , then Proposition 3.12 (2), then Proposition 3.10, and the definition of Ck:∫
S+
N

χk = |NC(k)| = |NC2(2k)| = Ck

(2) This is a reformulation of (1), using standard free probability theory.

(3) This is identical to the proof of Theorem 3.6 (3), based on (1).

(4) Finally, the dimension formula is clear by recurrence. □

All this is very nice, and although there is still some work, in order to reach to results
for S+

N at any N ≥ 4, let us just enjoy what we have. As a consequence, we have:

Theorem 3.14. The free quantum groups are as follows:

(1) U+
N is not coamenable at N ≥ 2.

(2) O+
N is coamenable at N = 2, and not coamenable at N ≥ 3.

(3) S+
N is coamenable at N ≤ 4, and not coamenable at N ≥ 5.
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Proof. The various non-coamenability assertions are all clear, due to various exam-

ples of non-coamenable group dual subgroups Γ̂ ⊂ G, coming from the theory in chapter
1. As for the amenability assertions, regarding O+

2 and S+
4 , these come from Theorem 3.2

and Theorem 3.13, which show that the support of the spectral measure of χ is:

supp(γ1) = [−2, 2] , supp(π1) = [0, 4]

Thus the Kesten criterion from chapter 1, telling us that G ⊂ O+
N is coamenable

precisely when N ∈ supp(law(χ)), applies in both cases, and gives the result. □

3c. Meander determinants

Let us discuss now the extension of Theorem 3.13, to all the quantum groups S+
N with

N ≥ 4. For this purpose we need an extension of the linear independence results from
Proposition 3.12. This is something non-trivial, and the first thought goes to:

Speculation 3.15. There should be a theory of deformed compact quantum groups,
alowing us to talk about O+

n with n ∈ [2,∞), having the same fusion rules as SU2, and
therefore solving via partition shrinking our S+

N problems at any N ≥ 4.

This speculation is legit, and in what concerns the first part, generalities, that theory
is indeed available, from the Woronowicz papers [99], [100]. Is it also possible to talk
about deformations of O+

N in this setting, as explained in Wang’s paper [92], with the new
parameter n ∈ [2,∞) being of course not the dimension of the fundamental representation,
but rather its “quantum dimension”. And with this understood, all the rest is quite
standard, and worked out in the quantum group literature. We refer to [5] for more
about this, but we will not follow this path, which is too complicated.

As a second speculation now, which is something complicated too, but is far more
conceptual, we have the idea, already mentioned before, of getting what we want via the
trace on the Temperley-Lieb algebra TLN(k) = span(NC2(k, k)). We will not follow this
path either, which is quite complicated too, but here is how this method works:

Theorem 3.16. Consider the Temperley-Lieb algebra of index N ≥ 4, defined as

TLN(k) = span(NC2(k, k))

with product given by the rule ⃝ = N , when concatenating.

(1) We have a representation i : TLN(k)→ B((CN)⊗k), given by π → Tπ.
(2) Tr(Tπ) = N loops(<π>), where π →< π > is the closing operation.
(3) The linear form τ = Tr ◦ i : TLN(k)→ C is a faithful positive trace.
(4) The representation i : TLN(k)→ B((CN)⊗k) is faithful.

In particular, the vectors {ξπ|π ∈ NC(k)} ⊂ (CN)⊗k are linearly independent.
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Proof. All this is quite standard, but advanced, the idea being as follows:

(1) This is clear from the categorical properties of π → Tπ.

(2) This follows indeed from the following computation:

Tr(Tπ) =
∑
i1...ik

δπ

(
i1 . . . ik
i1 . . . ik

)
= #

{
i1, . . . , ik ∈ {1, . . . , N}

∣∣∣ ker(i1 . . . ik
i1 . . . ik

)
≥ π

}
= N loops(<π>)

(3) The traciality of τ is clear from definitions. Regarding now the faithfulness, this
is something well-known, and we refer here to Jones’ paper [58].

(4) This follows from (3) above, via a standard positivity argument. As for the last
assertion, this follows from (4), by fattening the partitions. □

We will be back to this later, when talking subfactors and planar algebras, with a closer
look into Jones’ paper [58]. In the meantime, however, Speculation 3.15 and Theorem
3.16 will not do, being too advanced, so we have to come up with something else, more
pedestrian. And this can only be the computation of the Gram determinant.

We already know, from chapter 2, that for the group SN the formula of the corre-
sponding Gram matrix determinant, due to Lindstöm [68], is as follows:

Theorem 3.17. The determinant of the Gram matrix of SN is given by

det(GkN) =
∏

π∈P (k)

N !

(N − |π|)!

with the convention that in the case N < k we obtain 0.

Proof. This is something that we know from chapter 2, the idea being that GkN

decomposes as a product of an upper triangular and lower triangular matrix. □

Although we will not need this here, let us discuss as well, for the sake of complet-
ness, the case of the orthogonal group ON . Here the combinatorics is that of the Young
diagrams. We denote by |.| the number of boxes, and we use quantity fλ, which gives the
number of standard Young tableaux of shape λ. The result is then as follows:

Theorem 3.18. The determinant of the Gram matrix of ON is given by

det(GkN) =
∏

|λ|=k/2

fN(λ)
f2λ

where the quantities on the right are fN(λ) =
∏

(i,j)∈λ(N + 2j − i− 1).
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Proof. This follows from the results of Zinn-Justin on the subject. Indeed, it is
known from there that the Gram matrix is diagonalizable, as follows:

GkN =
∑

|λ|=k/2

fN(λ)P2λ

Here 1 =
∑
P2λ is the standard partition of unity associated to the Young diagrams

having k/2 boxes, and the coefficients fN(λ) are those in the statement. Now since we
have Tr(P2λ) = f 2λ, this gives the result. See [5]. □

For the free orthogonal and symmetric groups, the results, by Di Francesco [41], are
substantially more complicated. Let us begin with some examples. We first have:

Proposition 3.19. The first Gram matrices and determinants for O+
N are

det

(
N2 N
N N2

)
= N2(N2 − 1)

det


N3 N2 N2 N2 N
N2 N3 N N N2

N2 N N3 N N2

N2 N N N3 N2

N N2 N2 N2 N3

 = N5(N2 − 1)4(N2 − 2)

with the matrices being written by using the lexicographic order on NC2(2k).

Proof. The formula at k = 2, where NC2(4) = {⊓⊓,
⋂
∩ }, is clear. At k = 3 however,

things are tricky. We have NC(3) = {|||,⊓|,⊓| , |⊓,⊓⊓}, and the corresponding Gram
matrix and its determinant are, according to Theorem 3.17:

det


N3 N2 N2 N2 N
N2 N2 N N N
N2 N N2 N N
N2 N N N2 N
N N N N N

 = N5(N − 1)4(N − 2)

By using Proposition 3.11, the Gram determinant of NC2(6) is given by:

det(G6N) =
1

N2
√
N
×N10(N2 − 1)4(N2 − 2)× 1

N2
√
N

= N5(N2 − 1)4(N2 − 2)

Thus, we have obtained the formula in the statement. □

In general, such tricks won’t work, because NC(k) is strictly smaller than P (k) at
k ≥ 4. However, following Di Francesco [41], we have the following result:
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Theorem 3.20. The determinant of the Gram matrix for O+
N is given by

det(GkN) =

[k/2]∏
r=1

Pr(N)dk/2,r

where Pr are the Chebycheff polynomials, given by

P0 = 1 , P1 = X , Pr+1 = XPr − Pr−1

and dkr = fkr − fk,r+1, with fkr being the following numbers, depending on k, r ∈ Z,

fkr =

(
2k

k − r

)
−
(

2k

k − r − 1

)
with the convention fkr = 0 for k /∈ Z.

Proof. This is something quite technical, obtained by using a decomposition as fol-
lows of the Gram matrix GkN , with the matrix TkN being lower triangular:

GkN = TkNT
t
kN

Thus, a bit as in the proof of the Lindstöm formula, we obtain the result, but the
problem lies however in the construction of TkN , which is non-trivial. See [41]. □

We refer to [5] for further details regarding the above result, including a short proof,
based on the bipartite planar algebra combinatorics developed by Jones in [61]. Let us
also mention that the Chebycheff polynomials have something to do with all this due to
the fact that these are the orthogonal polynomials for the Wigner law. See [5].

Moving ahead now, regarding S+
N , we have here the following formula, which is quite

similar, obtained via shrinking, also from Di Francesco [41]:

Theorem 3.21. The determinant of the Gram matrix for S+
N is given by

det(GkN) = (
√
N)ak

k∏
r=1

Pr(
√
N)dkr

where Pr are the Chebycheff polynomials, given by

P0 = 1 , P1 = X , Pr+1 = XPr − Pr−1

and dkr = fkr − fk,r+1, with fkr being the following numbers, depending on k, r ∈ Z,

fkr =

(
2k

k − r

)
−
(

2k

k − r − 1

)
with the convention fkr = 0 for k /∈ Z, and where ak =

∑
π∈P(k)(2|π| − k).

Proof. This follows indeed from Theorem 3.20, by using Proposition 3.11. □
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Getting back now to our quantum permutation group questions, by using the above
results we can produce a key technical ingredient, as follows:

Proposition 3.22. The following are linearly independent, for any N ≥ 4:

(1) The linear maps
{
Tπ
∣∣π ∈ NC(k, l)}, with k, l ∈ 2N.

(2) The vectors
{
ξπ
∣∣π ∈ NC(k)}, with k ∈ N.

(3) The linear maps
{
Tπ
∣∣π ∈ NC(k, k)}, with k ∈ N.

Proof. The statement is identical to Proposition 3.12, with the assumption N = n2

lifted. As for the proof, this comes from the formula in Theorem 3.21. □

With this in hand, we have the following extension of Theorem 3.13:

Theorem 3.23. The quantum groups S+
N with N ≥ 4 are as follows:

(1) The moments of the main character are the Catalan numbers:∫
S+
N

χk = Ck

(2) The main character follows the Marchenko-Pastur law, χ ∼ π1.
(3) The fusion rules for irreducible representations are as for SO3, namely:

rk ⊗ rl = r|k−l| + r|k−l|+1 + . . .+ rk+l

(4) We have dim rk = (qk+1 − q−k)/(q − 1), with q + q−1 = N − 2.

Proof. This is identical to the proof of Theorem 3.13, by using this time the linear
independence result from Proposition 3.22 as technical ingredient. □

So long for representations of S+
N . All the above might seem quite complicated, but

we repeat, up to some standard algebra, everything comes down to Proposition 3.22. And
with some solid modern mathematical knowledge, be that operator algebras a la Jones, or
deformed quantum groups a la Woronowicz, or meander determinants a la Di Francesco,
the result there is in fact trivial. You can check here [5], [5], both short papers.

In what concerns us, we will be back to the similarity between S+
N and SO3 on several

occasions, with a number of further results on the subject, refining Theorem 3.23.

3d. Planar algebras

In the remainder of this chapter we keep developing some useful theory for U+
N , O

+
N , S

+
N .

We will present among others a result from [7], refining the Tannakian duality for the
quantum permutation groups G ⊂ S+

N , stating that these quantum groups are in corre-
spondence with the subalgebras of Jones’ spin planar algebra P ⊂ SN .
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In order to get started, we need a lot of preliminaries, the lineup being von Neumann
algebras, II1 factors, subfactors, and finally planar algebras. We already met von Neumann
algebras, in chapter 1. The advanced general theory regarding them is as follows:

Theorem 3.24. The von Neumann algebras A ⊂ B(H) are as follows:

(1) Any such algebra decomposes as A =
∫
X
Axdx, with X being the spectrum of the

center, Z(A) = L∞(X), and with the fibers Ax being factors, Z(Ax) = C.
(2) The factors can be fully classified in terms of II1 factors, which are those factors

satisfying dimA =∞, and having a faithful trace tr : A→ C.
(3) The II1 factors enjoy the “continuous dimension geometry” property, in the sense

that the traces of their projections can take any values in [0, 1].
(4) Among the II1 factors, the smallest one is the Murray-von Neumann hyperfinite

factor R, obtained as an inductive limit of matrix algebras.

Proof. This is something heavy, the idea being as follows:

(1) This is von Neumann’s reduction theory theorem, which follows in finite dimensions
from A =Mn1(C)⊕ . . .⊕Mnk

(C), and whose proof in general is quite technical.

(2) This comes from results of Murray-von Neumann and Connes, the idea being that
the other factors can be basically obtained via crossed product constructions.

(3) This is subtle functional analysis, with the rational traces being relatively easy to
obtain, and with the irrational ones coming from limiting arguments.

(4) Once again, heavy results, by Murray-von Neumann and Connes, the idea being
that any finite dimensional construction always leads to the same factor, called R. □

Let us discuss now subfactor theory, following Jones’ fundamental paper [58]. Jones
looked at the inclusions of II1 factors A ⊂ B, called subfactors, which are quite natural
objects in physics. Given such an inclusion, we can talk about its index:

Definition 3.25. The index of an inclusion of II1 factors A ⊂ B is the quantity

[B : A] = dimAB ∈ [1,∞]

constructed by using the Murray-von Neumann continuous dimension theory.

In order to explain Jones’ result in [58], it is better to relabel our subfactor as A0 ⊂ A1.
We can construct the orthogonal projection e1 : A1 → A0, and set:

A2 =< A1, e1 >

This remarkable procedure, called “basic construction”, can be iterated, and we obtain
in this way a whole tower of II1 factors, as follows:

A0 ⊂e1 A1 ⊂e2 A2 ⊂e3 A3 ⊂ . . . . . .

Quite surprisingly, this construction leads to a link with the Temperley-Lieb algebra
TLN = span(NC2). The results can be summarized as follows:
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Theorem 3.26. Let A0 ⊂ A1 be an inclusion of II1 factors.

(1) The sequence of projections e1, e2, e3, . . . ∈ B(H) produces a representation of the
Temperley-Lieb algebra of index N = [A1, A0], as follows:

TLN ⊂ B(H)

(2) The index N = [A1, A0], which is a Murray-von Neumann continuous quantity
N ∈ [1,∞], must satisfy the following condition:

N ∈
{
4 cos2

(π
n

) ∣∣∣n ∈ N
}
∪ [4,∞]

Proof. This result, from [58], is something tricky, the idea being as follows:

(1) The idea here is that the functional analytic study of the basic construction leads to
the conclusion that the sequence of projections e1, e2, e3, . . . ∈ B(H) behaves algebrically,
when rescaled, exactly as the sequence of diagrams ε1, ε2, ε3, . . . ∈ TLN given by:

ε1 =
∪
∩ , ε2 = | ∪∩ , ε3 = || ∪∩ , . . .

But these diagrams generate TLN , and so we have an embedding TLN ⊂ B(H), where
H is the Hilbert space where our subfactor A0 ⊂ A1 lives, as claimed.

(2) This is something quite surprising, which follows from (1), via some clever positivity
considerations, involving the Perron-Frobenius theorem. In fact, the subfactors having
index N ∈ [1, 4] can be classified by ADE diagrams, and the obstruction N = 4 cos2(π

n
)

comes from the fact that N must be the squared norm of such a graph. □

Quite remarkably, Theorem 3.26 is just the tip of the iceberg. One can prove indeed
that the planar algebra structure of TLN , taken in an intuitive sense, extends to a planar
algebra structure on the sequence of relative commutants Pk = A′

0 ∩ Ak. In order to
discuss this key result, due as well to Jones, from [60], and that we will need too, in
connection with our quantum group problems, let us start with:

Definition 3.27. The planar algebras are defined as follows:

(1) A k-tangle, or k-box, is a rectangle in the plane, with 2k marked points on its
boundary, containing r small boxes, each having 2ki marked points, and with the
2k +

∑
2ki marked points being connected by noncrossing strings.

(2) A planar algebra is a sequence of finite dimensional vector spaces P = (Pk),
together with linear maps Pk1 ⊗ . . .⊗Pkr → Pk, one for each k-box, such that the
gluing of boxes corresponds to the composition of linear maps.

As basic example of a planar algebra, we have the Temperley-Lieb algebra TLN .
Indeed, putting TLN(ki) diagrams into the small r boxes of a k-box clearly produces a
TLN(k) diagram, so we have indeed a planar algebra, of somewhat “trivial” type.

In general, the planar algebras are more complicated than this, and we will be back
later with some explicit examples. However, the idea is very simple, namely that “the
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elements of a planar algebra are not necessarily diagrams, but they behave like diagrams”.
In relation now with subfactors, the result, which extends Theorem 3.26 (1), and which
was found by Jones in [60], almost 20 years after [58], is as follows:

Theorem 3.28. Given a subfactor A0 ⊂ A1, the collection P = (Pk) of linear spaces

Pk = A′
0 ∩ Ak

has a planar algebra structure, extending the planar algebra structure of TLN .

Proof. As a first observation, since e1 : A1 → A0 commutes with A0 we have e1 ∈ P ′
2.

By translation we obtain e1, . . . , ek−1 ∈ Pk for any k, and so:

TLN ⊂ P

The point now is that the planar algebra structure of TLN , obtained by composing
diagrams, can be shown to extend into an abstract planar algebra structure of P . This is
something quite technical, and we will not get into details here. See [60]. □

Getting back to quantum groups, all this machinery is interesting for us. We will need
the construction of the tensor and spin planar algebras TN ,SN . Let us start with:

Definition 3.29. The tensor planar algebra TN is the sequence of vector spaces

Pk =MN(C)⊗k

with the multilinear maps Tπ : Pk1 ⊗ . . .⊗ Pkr → Pk being given by the formula

Tπ(ei1 ⊗ . . .⊗ eir) =
∑
j

δπ(i1, . . . , ir : j)ej

with the Kronecker symbols δπ being 1 if the indices fit, and being 0 otherwise.

In other words, we are using here a construction which is very similar to the construc-
tion π → Tπ that we used for easy quantum groups. We put the indices of the basic
tensors on the marked points of the small boxes, in the obvious way, and the coefficients
of the output tensor are then given by Kronecker symbols, exactly as in the easy case.

The fact that we have indeed a planar algebra, in the sense that the gluing of tangles
corresponds to the composition of linear maps, as required by Definition 3.27, is something
elementary, in the same spirit as the verification of the functoriality properties of the
correspondence π → Tπ, discussed in chapter 2, and we refer here to Jones [60].

Let us discuss now a second planar algebra of the same type, which is important as
well for various reasons, namely the spin planar algebra SN . This planar algebra appears
somehow as the “square root” of the tensor planar algebra TN . Let us start with:
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Definition 3.30. We write the standard basis of (CN)⊗k in 2× k matrix form,

ei1...ik =

(
i1 i1 i2 i2 i3 . . . . . .
ik ik ik−1 . . . . . . . . . . . .

)
by duplicating the indices, and then writing them clockwise, starting from top left.

Now with this convention in hand for the tensors, we can formulate the construction
of the spin planar algebra SN , also from [60], as follows:

Definition 3.31. The spin planar algebra SN is the sequence of vector spaces

Pk = (CN)⊗k

written as above, with the multiplinear maps Tπ : Pk1 ⊗ . . .⊗ Pkr → Pk being given by

Tπ(ei1 ⊗ . . .⊗ eir) =
∑
j

δπ(i1, . . . , ir : j)ej

with the Kronecker symbols δπ being 1 if the indices fit, and being 0 otherwise.

Here are some illustrating examples for the spin planar algebra calculus:

(1) The identity 1k is the (k, k)-tangle having vertical strings only. The solutions of
δ1k(x, y) = 1 being the pairs of the form (x, x), this tangle 1k acts by the identity:

1k

(
j1 . . . jk
i1 . . . ik

)
=

(
j1 . . . jk
i1 . . . ik

)
(2) The multiplication Mk is the (k, k, k)-tangle having 2 input boxes, one on top of

the other, and vertical strings only. It acts in the following way:

Mk

((
j1 . . . jk
i1 . . . ik

)
⊗
(
l1 . . . lk
m1 . . . mk

))
= δj1m1 . . . δjkmk

(
l1 . . . lk
i1 . . . ik

)
(3) The inclusion Ik is the (k, k + 1)-tangle which looks like 1k, but has one more

vertical string, at right of the input box. Given x, the solutions of δIk(x, y) = 1 are the
elements y obtained from x by adding to the right a vector of the form (ll), and so:

Ik

(
j1 . . . jk
i1 . . . ik

)
=
∑
l

(
j1 . . . jk l
i1 . . . ik l

)
(4) The expectation Uk is the (k + 1, k)-tangle which looks like 1k, but has one more

string, connecting the extra 2 input points, both at right of the input box:

Uk

(
j1 . . . jk jk+1

i1 . . . ik ik+1

)
= δik+1jk+1

(
j1 . . . jk
i1 . . . ik

)
(5) The Jones projection Ek is a (0, k + 2)-tangle, having no input box. There are

k vertical strings joining the first k upper points to the first k lower points, counting
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from left to right. The remaining upper 2 points are connected by a semicircle, and the
remaining lower 2 points are also connected by a semicircle. We have:

Ek(1) =
∑
ijl

(
i1 . . . ik j j
i1 . . . ik l l

)
The elements ek = N−1Ek(1) are then projections, and define a representation of the

infinite Temperley-Lieb algebra of index N inside the inductive limit algebra SN .
(6) The rotation Rk is the (k, k)-tangle which looks like 1k, but the first 2 input points

are connected to the last 2 output points, and the same happens at right:

Rk =
⋒ | | | ||
|| ||
|| | | | ⋓

The action of Rk on the standard basis is by rotation of the indices, as follows:

Rk(ei1i2...ik) = ei2...iki1

There are many other interesting examples of k-tangles, but in view of our present
purposes, we can actually stop here, due to the following fact:

Theorem 3.32. The multiplications, inclusions, expectations, Jones projections and
rotations generate the set of all tangles, via the gluing operation.

Proof. This is something well-known and elementary, obtained by “chopping” the
various planar tangles into small pieces, as in the above list. See [60]. □

Finally, in order for our discussion to be complete, we must talk as well about the
∗-structure of the spin planar algebra. Once again this is constructed as in the easy
quantum group calculus, by turning upside-down the diagrams, as follows:(

j1 . . . jk
i1 . . . ik

)∗

=

(
i1 . . . ik
j1 . . . jk

)
Getting back now to quantum groups, following [7], we have the following result:

Theorem 3.33. Given G ⊂ S+
N , consider the tensor powers of the associated coaction

map on C(X), where X = {1, . . . , N}, which are the folowing linear maps:

Φk : C(Xk)→ C(Xk)⊗ C(G)

ei1...ik →
∑
j1...jk

ej1...jk ⊗ uj1i1 . . . ujkik

The fixed point spaces of these coactions, which are by definition the spaces

Pk =
{
x ∈ C(Xk)

∣∣∣Φk(x) = 1⊗ x
}

are given by Pk = Fix(u⊗k), and form a subalgebra of the spin planar algebra SN .
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Proof. Since the map Φ is a coaction, its tensor powers Φk are coactions too, and at
the level of fixed point algebras we have the following formula:

Pk = Fix(u⊗k)

In order to prove now the planar algebra assertion, we will use Theorem 3.32. Consider
the rotation Rk. Rotating, then applying Φk, and rotating backwards by R−1

k is the same
as applying Φk, then rotating each k-fold product of coefficients of Φ. Thus the elements
obtained by rotating, then applying Φk, or by applying Φk, then rotating, differ by a sum
of Dirac masses tensored with commutators in A = C(G):

ΦkRk(x)− (Rk ⊗ id)Φk(x) ∈ C(Xk)⊗ [A,A]

Now let
∫
A
be the Haar functional of A, and consider the conditional expectation onto

the fixed point algebra Pk, which is given by the following formula:

ϕk =

(
id⊗

∫
A

)
Φk

Since
∫
A
is a trace, it vanishes on commutators. Thus Rk commutes with ϕk:

ϕkRk = Rkϕk

The commutation relation ϕkT = Tϕl holds in fact for any (l, k)-tangle T . These
tangles are called annular, and the proof is by verification on generators of the annular
category. In particular we obtain, for any annular tangle T :

ϕkTϕl = Tϕl

We conclude from this that the annular category is contained in the suboperad P ′ ⊂ P
of the planar operad consisting of tangles T satisfying the following condition, where
ϕ = (ϕk), and where i(.) is the number of input boxes:

ϕTϕ⊗i(T ) = Tϕ⊗i(T )

On the other hand the multiplicativity of Φk gives Mk ∈ P ′. Now since the planar
operad P is generated by multiplications and annular tangles, it follows that we have
P ′ = P . Thus for any tangle T the corresponding multilinear map between spaces Pk(X)
restricts to a multilinear map between spaces Pk. In other words, the action of the planar
operad P restricts to P , and makes it a subalgebra of SN , as claimed. □

As a second result now, also from [7], completing our study, we have:

Theorem 3.34. We have a bijection between quantum permutation groups and subal-
gebras of the spin planar algebra,

(G ⊂ S+
N) ←→ (Q ⊂ SN)

given in one sense by the construction in Theorem 3.33, and in the other sense by a
suitable modification of Tannakian duality.
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Proof. The idea is that this will follow by applying Tannakian duality to the annular
category over Q. Let n,m be positive integers. To any element Tn+m ∈ Qn+m we associate
a linear map Lnm(Tn+m) : Pn(X)→ Pm(X) in the following way:

Lnm

 | | |Tn+m

| | |

 :

 |an
|

→

| | ∩
Tn+m|
| | | |
an| | |
∪ | |


That is, we consider the planar (n, n +m,m)-tangle having an small input n-box, a

big input n + m-box and an output m-box, with strings as on the picture of the right.
This defines a certain multilinear map, as follows:

Pn(X)⊗ Pn+m(X)→ Pm(X)

If we put the element Tn+m in the big input box, we obtain in this way a certain linear
map Pn(X)→ Pm(X), that we call Lnm. With this convention, let us set:

Qnm =
{
Lnm(Tn+m) : Pn(X)→ Pm(X)

∣∣∣Tn+m ∈ Qn+m

}
These spaces form a Tannakian category, so by [100] we obtain a Woronowicz algebra

(A, u), such that the following equalities hold, for any m,n:

Hom(u⊗m, u⊗n) = Qmn

We prove now that u is a magic unitary. We have Hom(1, u⊗2) = Q02 = Q2, so the
unit of Q2 must be a fixed vector of u⊗2. But u⊗2 acts on the unit of Q2 as follows:

u⊗2(1) = u⊗2

(∑
i

(
i i
i i

))

=
∑
ikl

(
k k
l l

)
⊗ ukiuli

=
∑
kl

(
k k
l l

)
⊗ (uut)kl

From u⊗2(1) = 1⊗1 ve get that uut is the identity matrix. Together with the unitarity
of u, this gives the following formulae:

ut = u∗ = u−1

Consider the Jones projection E1 ∈ Q3. After isotoping, L21(E1) looks as follows:

L21

(∣∣∣∪∩
)

:

 | |i
j

i
j

| |

 →
 |i

j
i
j ⊃
|

 = δij

 |i
i

|


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In other words, the linear map M = L21(E1) is the multiplication δi ⊗ δj → δijδi:

M

(
i i
j j

)
= δij

(
i
i

)
In order to finish, consider the following element of C(X)⊗ A:

(M ⊗ id)u⊗2

((
i i
j j

)
⊗ 1

)
=
∑
k

(
k
k

)
δk ⊗ ukiukj

Since M ∈ Q21 = Hom(u⊗2, u), this equals the following element of C(X)⊗ A:

u(M ⊗ id)
((

i i
j j

)
⊗ 1

)
=
∑
k

(
k
k

)
δk ⊗ δijuki

Thus we have ukiukj = δijuki for any i, j, k, which shows that u is a magic unitary.
Now if P is the planar algebra associated to u, we have Hom(1, v⊗n) = Pn = Qn, as
desired. As for the uniqueness, this is clear from the Peter-Weyl theory. □

All the above might seem a bit technical, but is worth learning, and for good reason,
because it is extremely powerful. As an example of immediate application, if you agree
with the bijection G ↔ Q in Theorem 3.34, then G = S+

N itself, which is the biggest
object on the left, must correspond to the smallest object on the right, namely Q = TLN .
Thus, more or less everything that we learned so far in this book is trivial.

Welcome to planar algebras. Try to master this technology. And once this understood,
get to know some analysis too, which comes after. But it will be among our main purposes
here to do so, getting you familiar with algebra, and with some analysis as well.

Back now to work, the results established above, regarding the subgroups G ⊂ S+
N ,

have several generalizations, to the subgroups G ⊂ O+
N and G ⊂ U+

N , as well as subfactor
versions, going beyond the combinatorial level. At the algebraic level, we have:

Theorem 3.35. The following happen:

(1) The closed subgroups G ⊂ O+
N produce planar algebras P ⊂ TN , via the following

formula, and any subalgebra P ⊂ TN appears in this way:

Pk = End(u⊗k)

(2) The closed subgroups G ⊂ U+
N produce planar algebras P ⊂ TN , via the following

formula, and any subalgebra P ⊂ TN appears in this way:

Pk = End(u⊗ ū⊗ u⊗ . . .︸ ︷︷ ︸
k terms

)

(3) In fact, the closed subgroups G ⊂ PO+
N ≃ PU+

N are in correspondence with the
subalgebras P ⊂ TN , with G→ P being given by Pk = Fix(u⊗k).
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Proof. There is a long story with this result, whose origins go back to papers of mine
written before the 1999 papers [5], [60], using Popa’s standard lattice formalism, instead
of the planar algebra one, and then to a number of papers written in the early 2000s,
proving results which are more general. For the whole story, and a modern treatment of
the subject, we refer to Tarrago-Wahl [87]. As in what regards the proof:

(1) This is similar to the proof of Theorem 3.33 and Theorem 3.34, ultimately coming
from Woronowicz’s Tannakian duality in [100]. Note however that the correspondence is
not bijective, because the spaces Pk determine PG ⊂ PO+

N , but not G ⊂ O+
N itself.

(2) This is an extension of (1), and the same comments apply. With the extra comment
that the fact that the subgroups PG ⊂ PO+

N produce the same planar algebras as the
subgroups PG ⊂ PU+

N should not be surprising, due to PO+
N = PU+

N .

(3) This is an extension of (2), and a further extension of (1), and is in fact the best
result on the subject, due to the fact that we have there a true, bijective correspondence.
As before, this ultimately comes from Woronowicz’s Tannakian duality in [100].

(4) As a final comment, you might say that, now that we have (3) as ultimate result on
the subject, why not saying a few words about the proof. In answer, (3) is in fact just the
tip of the iceberg, so we prefer to discuss this later, once we’ll see the whole iceberg. □

Finally, in relation with subfactors, the result here is as follows:

Theorem 3.36. The planar algebras coming the subgroups G ⊂ S+
N appear from fixed

point subfactors, of the following type,

AG ⊂ (CN ⊗ A)G

and the planar algebras coming from the subgroups G ⊂ PO+
N = PU+

N appear as well from
fixed point subfactors, of the following type,

AG ⊂ (MN(C)⊗ A)G

with the action G↷ A being assumed to be minimal, (AG)′ ∩ A = C.

Proof. Again, there is a long story with this result, and besides needing some expla-
nations, regarding the proof, all this is in need of some unification. We will be back to
this in chapter 4, and in the meantime we refer to [5], [87] and related papers. □

Finally, let us mention that an important question, which is still open, is that of
understanding whether the above subfactors can be taken to be hyperfinite, AG ≃ R.
This is related to the axiomatization of hyperfinite subfactors, another open question,
which is of central importance in von Neumann algebras. We will be back to this.
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3e. Exercises

Exercises:

Exercise 3.37.

Exercise 3.38.

Exercise 3.39.

Exercise 3.40.

Exercise 3.41.

Exercise 3.42.

Exercise 3.43.

Exercise 3.44.

Bonus exercise.



CHAPTER 4

Analytic aspects

4a. Matrix models

One potentially interesting method for the study of the closed subgroups G ⊂ S+
N ,

that we have not tried yet, consists in modeling the standard coordinates uij ∈ C(G)
by concrete variables over some familiar C∗-algebra, Uij ∈ B. Indeed, assuming that the
model is faithful in some suitable sense, and that the variables Uij are not too complicated,
all questions about G would correspond in this way to routine questions inside B. We
will discuss here such questions, which are quite interesting, first for the arbitrary closed
subgroups G ⊂ U+

N , and then for the quantum permutation groups G ⊂ S+
N .

All this sounds good, mathematically speaking, and we will soon see that there are
some potentially interesting connections with physics as well. Getting started now, we
have a good idea, but we must first solve the following philosophical question:

Question 4.1. What type of target algebras B shall we use for our matrix models
π : C(G)→ B? We would like these to be simple enough, as for the computations inside
them to be doable, but also general enough, as to model well our quantum groups.

In answer, a good idea would be probably that of using random matrix algebras,
B = MK(C(T )), with K ≥ 1 being an integer, and T being a compact space. Indeed,
these algebras generalize the most familiar algebras that we know, namely the matrix
ones MK(C), and the commutative ones C(T ), so they are definitely simple enough. As
for their potential modeling power, my cat who knows some physics says okay.

In short, time to start our study, with the following definition:

Definition 4.2. A matrix model for G ⊂ U+
N is a morphism of C∗-algebras

π : C(G)→MK(C(T ))

where K ≥ 1 is an integer, and T is a compact space.

As a first comment, focusing on such models might look a bit restrictive, but we will
soon discover that, with some know-how, we can do many things with such models. For
the moment, let us develop some general theory. The main question to be solved is that
of understanding the suitable faithfulness assumptions needed on π, as for the model to
“remind” the quantum group. As we will see, this is something quite tricky.

81
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The simplest situation is when π is faithful in the usual sense. Here π obviously
reminds G. However, this is something quite restrictive, because in this case the algebra
C(G) must be quite small, admitting an embedding as follows:

π : C(G) ⊂MK(C(T ))

Technically, this means that C(G) must be of type I, as an operator algebra, and
we will discuss this in a moment, with the comment that this is indeed something quite
restrictive. However, there are many interesting examples here, and all this is worth a
detailed look. First, we have the following result, providing us with basic examples:

Proposition 4.3. The following closed subgroups G ⊂ U+
N have faithful models:

(1) The compact Lie groups G ⊂ UN .
(2) The finite quantum groups G ⊂ U+

N .

In both cases, we can arrange for
∫
G
to be restriction of the random matrix trace.

Proof. These assertions are all elementary, the proofs being as follows:

(1) This is clear, because we can simply use here the identity map:

id : C(G)→M1(C(G))

(2) Here we can use the left regular representation λ : C(G) → M|G|(C). Indeed, let
us endow the linear space H = C(G) with the scalar product < a, b >=

∫
G
ab∗. We have

then a representation of ∗-algebras, as follows:

λ : C(G)→ B(H) , a→ [b→ ab]

Now since we have H ≃ C|G|, we can view λ as a matrix model map, as above.

(3) Finally, our claim is that we can choose our model as for the following formula to
hold, where

∫
T
is the integration with respect to a given probability measure on T :∫

G

=

(
tr ⊗

∫
T

)
π

But this is clear for the model in (1), by definition, and is clear as well for the model
in (2), by using the basic properties of the left regular representation. □

In the above result, the last assertion is quite interesting, and suggests formulating
the following definition, somewhat independently on the notion of faithfulness:

Definition 4.4. A matrix model π : C(G)→MK(C(T )) is called stationary when∫
G

=

(
tr ⊗

∫
T

)
π

where
∫
T
is the integration with respect to a given probability measure on T .
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Here the term “stationary” comes from a functional analytic interpretation of all this,
with a certain Cesàro limit needed to be stationary, and this will be explained later. Yet
another explanation comes from a certain relation with the lattice models, but this is
something rather folklore, not axiomatized yet. We will be back to this.

We will see in a moment that stationarity implies faithfulness, so that stationarity can
be regarded as being a useful, pragmatic version of faithfulness. But let us first discuss
the examples. Besides those in Proposition 4.3, we can look at group duals. So, consider
a discrete group Γ, and a model for the corresponding group algebra, as follows:

π : C∗(Γ)→MK(C(T ))

Since a representation of a group algebra must come from a unitary representation of
the group, such a matrix model must come from a representation as follows:

ρ : Γ→ C(T, UK)

With this identification made, we have the following result:

Proposition 4.5. An matrix model ρ : Γ ⊂ C(T, UK) is stationary when:∫
T

tr(gx)dx = 0,∀g ̸= 1

Moreover, the examples include all abelian groups, and all finite groups.

Proof. Consider indeed a group embedding ρ : Γ ⊂ C(T, UK), which produces by
linearity a matrix model, as follows:

π : C∗(Γ)→MK(C(T ))

It is enough to formulate the stationarity condition on the group elements g ∈ C∗(Γ).
Let us set ρ(g) = (x→ gx). With this notation, the stationarity condition reads:∫

T

tr(gx)dx = δg,1

Since this equality is trivially satisfied at g = 1, where by unitality of our representa-
tion we must have gx = 1 for any x ∈ T , we are led to the condition in the statement.
Regarding now the examples, these are both clear. More precisely:

(1) When Γ is abelian we can use the following trivial embedding:

Γ ⊂ C(Γ̂, U1) , g → [χ→ χ(g)]

(2) When Γ is finite we can use the left regular representation:

Γ ⊂ L(CΓ) , g → [h→ gh]

Indeed, in both cases, the stationarity condition is trivially satisfied. □
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In order to discuss now certain analytic aspects of the matrix models, let us go back
to the von Neumann algebras, discussed in chapter 1, and in chapter 3. We recall from
there that we have the following result, due to Murray-von Neumann and Connes:

Theorem 4.6. Given a von Neumann algebra A ⊂ B(H), if we write its center as

Z(A) = L∞(X)

then we have a decomposition as follows, with the fibers Ax having trivial center:

A =

∫
X

Ax dx

Moreover, the factors, Z(A) = C, can be basically classified in terms of the II1 factors,
which are those satisfying dimA =∞, and having a faithful trace tr : A→ C.

Proof. This is something which is clear in finite dimensions, and in the commutative
case too. In general, this is something heavy, the idea being as follows:

(1) The first assertion, regarding the decomposition into factors, is von Neumann’s
reduction theory main result, which is actually one of the heaviest results in fundamental
mathematics, and whose proof uses advanced functional analysis techniques.

(2) The classification of factors, due to Murray-von Neumann and Connes, is again
something heavy, the idea being that the II1 factors are the “building blocks”, with the
other factors basically appearing from them via crossed product type constructions. □

Back now to matrix models, as a first general result, which is something which is not
exactly trivial, and whose proof requires some functional analysis, we have:

Theorem 4.7. Assuming that a closed subgroup G ⊂ U+
N has a stationary model

π : C(G)→MK(C(T ))

it follows that G must be coamenable, and that the model is faithful. Moreover, π extends
into an embedding of von Neumann algebras, as follows,

L∞(G) ⊂MK(L
∞(T ))

which commutes with the canonical integration functionals.

Proof. Assume that we have a stationary model, as in the statement. By performing
the GNS construction with respect to

∫
G
, we obtain a factorization as follows, which

commutes with the respective canonical integration functionals:

π : C(G)→ C(G)red ⊂MK(C(T ))

Thus, in what regards the coamenability question, we can assume that π is faithful.
With this assumption made, we have an embedding as follows:

C(G) ⊂MK(C(T ))
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By performing the GNS construction we obtain a better embedding, as follows:

L∞(G) ⊂MK(L
∞(T ))

Now since the von Neumann algebra on the right is of type I, so must be its subalgebra
A = L∞(G). But this means that, when writing the center of this latter algebra as
Z(A) = L∞(X), the whole algebra decomposes over X, as an integral of type I factors:

L∞(G) =

∫
X

MKx(C) dx

In particular, we can see from this that C(G) ⊂ L∞(G) has a unique C∗-norm, and so
G is coamenable. Thus we have proved our first assertion, and the second assertion follows
as well, because our factorization of π consists of the identity, and of an inclusion. □

In relation with the above, we have the following well-known result of Thoma:

Theorem 4.8. For a discrete group Γ, the following are equivalent:

(1) C∗(Γ) is of type I, so that we have an embedding π : C∗(Γ) ⊂ MK(C(X)), with
X being a compact space.

(2) C∗(Γ) has a stationary model of type π : C∗(Γ) → MF (C(L)), with F being a
finite group, and L being a compact abelian group.

(3) Γ is virtually abelian, in the sense that we have an abelian subgroup Λ ◁ Γ such
that the quotient group F = Γ/Λ is finite.

(4) Γ has an abelian subgroup Λ ⊂ Γ whose index K = [Γ : Λ] is finite.

Proof. There are several proofs for this fact, the idea being as follows:

(1) =⇒ (4) This is the non-trivial implication, that we will not prove here. We refer
instead to the literature, either Thoma’s orignal paper, or books like those of Dixmier,
mixing advanced group theory and advanced operator algebra theory.

(4) =⇒ (3) We choose coset representatives gi ∈ Γ, and we set:

Λ′ =
⋂
i

giΓg
−1
i

Then Λ′ ⊂ Λ has finite index, and we have Λ′ ◁ Γ, as desired.

(3) =⇒ (2) This follows by using the theory of induced representations. We can

define a model π : C∗(Γ)→MF (C(Λ̂)) by setting:

π(g)(χ) = IndΓΛ(χ)(g)

Indeed, any character χ ∈ Λ̂ is a 1-dimensional representation of Λ, and we can
therefore consider the induced representation IndΓΛ(χ) of the group Γ. This representa-
tion is |F |-dimensional, and so maps the group elements g ∈ Γ into order |F | matrices
IndΓΛ(χ)(g). Thus the above map π is well-defined, and the fact that it is a representation
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is clear as well. In order to check now the stationarity property of this representation, we
can use the following well-known character formula, due to Frobenius:

Tr
(
IndΓΛ(χ)(g)

)
=
∑
x∈F

δx−1gx∈Λχ(x
−1gx)

By integrating with respect to χ ∈ Λ̂, we deduce from this that we have:(
Tr ⊗

∫
Λ̂

)
π(g) =

∑
x∈F

δx−1gx∈Λ

∫
Λ̂

χ(x−1gx)dχ

=
∑
x∈F

δx−1gx∈Λδg,1

= |F | · δg,1
Now by dividing by |F | we conclude that the model is stationary, as claimed.

(2) =⇒ (1) This is the trivial implication, with the faithfulness of π following from
the abstract functional analysis arguments from the proof of Theorem 4.7. □

We refer to [5] and related papers for more on all this, including for some partial
extensions of Thoma’s theorem, to the case of the discrete quantum groups.

Getting back now to Definition 4.2, more generally, we can model in that way the
standard coordinates xi ∈ C(X) of various algebraic manifolds X ⊂ SN−1

C,+ . Indeed, these
manifolds generalize the compact matrix quantum groups, which appear as:

G ⊂ U+
N ⊂ SN2−1

C,+

Thus, we have many other interesting examples of such manifolds, such as the homo-
geneous spaces over our quantum groups. However, at this level of generality, not much
general theory is available. It is elementary to show that, under the technical assumption
Xclass ̸= ∅, there exists a universal K ×K model for the algebra C(X), which factorizes
as follows, with X(K) ⊂ X being a certain algebraic submanifold:

πK : C(X)→ C(X(K)) ⊂MK(C(TK))

To be more precise, the universal K ×K model space TK appears by imposing to the
complex K × K matrices the relations defining X, and the algebra C(X(K)) is then by
definition the image of πK . In relation with this, we can set as well:

X(∞) =
⋃
K∈N

X(K)

We are led in this way to a filtration of X, as follows:

Xclass = X(1) ⊂ X(2) ⊂ X(3) ⊂ . . . . . . ⊂ X(∞) ⊂ X

It is possible to say a few non-trivial things about these manifolds X(K). In the
compact quantum group case, however, that we are mainly interested in here, the matrix
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truncations G(K) ⊂ G are generically not quantum subgroups at K ≥ 2, and so this
theory is a priori not very useful, at least in its basic form presented above.

4b. Inner faithfulness

Let us discuss now the general, non-coamenable case, with the aim of finding a weaker
notion of faithfulness, which still does the job, namely that of “reminding” the quantum

group. The idea comes by looking at the group duals G = Γ̂. Consider indeed a general
model for the associated group algebra, which can be written as follows:

π : C∗(Γ)→MK(C(T ))

The point is that such a representation of the group algebra must come by linearization
from a unitary group representation, as follows:

ρ : Γ→ C(T, UK)

Now observe that when this group representation ρ is faithful, the representation π
is in general not faithful, for instance because when T = {.} its target algebra is finite
dimensional. On the other hand, this representation “reminds” Γ, so can be used in order
to fully understand Γ. Thus, we have an idea here, basically saying that, for practical
purposes, the faithfuless property can be replaced with something much weaker.

This weaker notion, which will be of great interest for us, is called “inner faithfulness”.
The general theory here, from [10], starts with the following definition:

Definition 4.9. Let π : C(G)→MK(C(T )) be a matrix model.

(1) The Hopf image of π is the smallest quotient Hopf C∗-algebra C(G) → C(H)
producing a factorization as follows:

π : C(G)→ C(H)→MK(C(T ))

(2) When the inclusion H ⊂ G is an isomorphism, i.e. when there is no non-trivial
factorization as above, we say that π is inner faithful.

The above notions are quite tricky, and having them well understood will take us some

time. As a first example, motivated by the above discussion, in the case where G = Γ̂ is
a group dual, π must come from a group representation, as follows:

ρ : Γ→ C(T, UK)

Thus the minimal factorization in (1) is obtained by taking the image:

ρ : Γ→ Λ ⊂ C(T, UK)

Thus, as a conclusion, in this case π is inner faithful precisely when we have:

Γ ⊂ C(T, UK)
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Dually now, given a compact Lie group G, and elements g1, . . . , gK ∈ G, we have a
diagonal representation π : C(G)→MK(C), appearing as follows:

f →

f(g1) . . .
f(gK)


The minimal factorization of this representation π, as in Definition 4.9 (1), is then via

the algebra C(H), with H being the following closed subgroup of G:

H = < g1, . . . , gK >

Thus, as a conclusion, π is inner faithful precisely when we have:

G = H

There are many other examples of inner faithful representations, which are however
substantially more technically advanced, and we will discuss them later.

Back to general theory now, in the framework of Definition 4.9, the existence and
uniqueness of the Hopf image come by dividing C(G) by a suitable ideal, with this being
something standard. Alternatively, in Tannakian terms, as explained in [10], we have:

Theorem 4.10. Assuming G ⊂ U+
N , with fundamental corepresentation u = (uij), the

Hopf image of a model π : C(G)→MK(C(T )) comes from the Tannakian category

Ckl = Hom(U⊗k, U⊗l)

where Uij = π(uij), and where the spaces on the right are taken in a formal sense.

Proof. Since the morphisms increase the intertwining spaces, when defined either in
a representation theory sense, or just formally, we have inclusions as follows:

Hom(u⊗k, u⊗l) ⊂ Hom(U⊗k, U⊗l)

More generally, we have such inclusions when replacing (G, u) with any pair producing
a factorization of π. Thus, by Tannakian duality, the Hopf image must be given by the
fact that the intertwining spaces must be the biggest, subject to the above inclusions. On
the other hand, since u is biunitary, so is U , and it follows that the spaces on the right
form a Tannakian category. Thus, we have a quantum group (H, v) given by:

Hom(v⊗k, v⊗l) = Hom(U⊗k, U⊗l)

By the above discussion, C(H) follows to be the Hopf image of π, as claimed. □

Regarding now the study of the inner faithful models, a key problem is that of com-
puting the Haar integration functional. The result here, from [5], is as follows:
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Theorem 4.11. Given an inner faithful model π : C(G)→MK(C(T )), we have∫
G

= lim
k→∞

1

k

k∑
r=1

∫ r

G

with the truncations of the integration on the right being given by∫ r

G

= (φ ◦ π)∗r

with ϕ ∗ ψ = (ϕ⊗ ψ)∆, and with φ = tr ⊗
∫
T
being the random matrix trace.

Proof. This is something quite tricky, the idea being as follows:

(1) As a first observation, there is an obvious similarity here with the Woronowicz
construction of the Haar measure, explained in chapter 1. In fact, the above result holds
more generally for any model π : C(G)→ B, with φ ∈ B∗ being a faithful trace.

(2) In order to prove now the result, we can proceed as in chapter 1. If we denote by∫ ′
G
the limit in the statement, we must prove that this limit converges, and that:∫ ′

G

=

∫
G

It is enough to check this on the coefficients of the Peter-Weyl corepresentations, and
if we let v = u⊗k be one of these corepresentations, we must prove that we have:(

id⊗
∫ ′

G

)
v =

(
id⊗

∫
G

)
v

(3) In order to prove this, we already know, from the Haar measure theory from
chapter 1, that the matrix on the right is the orthogonal projection onto Fix(v):(

id⊗
∫
G

)
v = Proj

[
Fix(v)

]
Regarding now the matrix on the left, the trick in [99] applied to the linear form φπ

tells us that this is the orthogonal projection onto the 1-eigenspace of (id⊗ φπ)v:(
id⊗

∫ ′

G

)
v = Proj

[
1 ∈ (id⊗ φπ)v

]
(4) Now observe that, if we set Vij = π(vij), we have the following formula:

(id⊗ φπ)v = (id⊗ φ)V
Thus, we can apply the trick in [99], and we conclude that the 1-eigenspace that we

are interested in equals Fix(V ). But, according to Theorem 4.10, we have:

Fix(V ) = Fix(v)

Thus, we have proved that we have
∫ ′
G
=
∫
G
, as desired. □
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In practice, Theorem 4.11 is something quite powerful. As an illustration, regarding
the law of the main character, we obtain here the following result:

Proposition 4.12. Assume that π : C(G)→MK(C(T )) is inner faithful, let

µ = law(χ)

and let µr be the law of χ with respect to
∫ r

G
= (φ ◦ π)∗r, where φ = tr ⊗

∫
T
.

(1) We have the following convergence formula, in moments:

µ = lim
k→∞

1

k

k∑
r=0

µr

(2) The moments of µr are the numbers crε = Tr(T r
ε ), where:

(Tε)i1...ip,j1...jp =

(
tr ⊗

∫
T

)
(U ε1

i1j1
. . . U

εp
ipjp

)

Proof. These formulae are both elementary, by using the convergence result estab-
lished in Theorem 4.11, the proof being as follows:

(1) This follows from the limiting formula in Theorem 4.11, by applying the linear
forms there to the main character χ.

(2) This follows from the definitions of the measure µr and of the matrix Te, by
summing the entries of Te over equal indices, ir = jr. □

Interestingly, the above results regarding inner faithfulness have applications as well
to the notion of stationarity introduced before, clarifying among others the use of the
word “stationary”. To be more precise, in order to detect the stationary models, we have
the following useful criterion, mixing linear algebra and analysis, from [10]:

Theorem 4.13. For a model π : C(G)→MK(C(T )), the following are equivalent:

(1) Im(π) is a Hopf algebra, and the Haar integration on it is:

ψ =

(
tr ⊗

∫
T

)
π

(2) The linear form ψ = (tr ⊗
∫
T
)π satisfies the idempotent state property:

ψ ∗ ψ = ψ

(3) We have T 2
e = Te, ∀p ∈ N, ∀e ∈ {1, ∗}p, where:

(Te)i1...ip,j1...jp =

(
tr ⊗

∫
T

)
(U e1

i1j1
. . . U

ep
ipjp

)

If these conditions are satisfied, we say that π is stationary on its image.
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Proof. Given a matrix model π : C(G) → MK(C(T )) as in the statement, we can
factorize it via its Hopf image, as in Definition 4.9:

π : C(G)→ C(H)→MK(C(T ))

Now observe that (1,2,3) above depend only on the factorized representation:

ν : C(H)→MK(C(T ))

Thus, we can assume in practice that we have G = H, which means that we can
assume that π is inner faithful. With this assumption made, the formula in Theorem 4.11
applies to our situation, and the proof of the equivalences goes as follows:

(1) =⇒ (2) This is clear from definitions, because the Haar integration on any
compact quantum group satisfies the idempotent state equation:

ψ ∗ ψ = ψ

(2) =⇒ (1) Assuming ψ ∗ ψ = ψ, we have ψ∗r = ψ for any r ∈ N, and Theorem 4.11
gives

∫
G
= ψ. By using now Theorem 4.7, we obtain the result.

In order to establish now (2)⇐⇒ (3), we use the following elementary formula, which
comes from the definition of the convolution operation:

ψ∗r(ue1i1j1 . . . u
ep
ipjp

) = (T r
e )i1...ip,j1...jp

(2) =⇒ (3) Assuming ψ ∗ ψ = ψ, by using the above formula at r = 1, 2 we obtain
that the matrices Te and T

2
e have the same coefficients, and so they are equal.

(3) =⇒ (2) Assuming T 2
e = Te, by using the above formula at r = 1, 2 we obtain that

the linear forms ψ and ψ ∗ ψ coincide on any product of coefficients ue1i1j1 . . . u
ep
ipjp

. Now

since these coefficients span a dense subalgebra of C(G), this gives the result. □

4c. Half-liberation

As a first illustration, we can apply the above criterion to certain models for O∗
N , U

∗
N .

We first have the following result, coming from the work in [5], [10]:

Proposition 4.14. We have a matrix model as follows,

C(O∗
N)→M2(C(UN)) , uij →

(
0 vij
v̄ij 0

)
where v is the fundamental corepresentation of C(UN), as well as a model as follows,

C(U∗
N)→M2(C(UN × UN)) , uij →

(
0 vij
wij 0

)
where v, w are the fundamental corepresentations of the two copies of C(UN).
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Proof. It is routine to check that the matrices on the right are indeed biunitaries,
and since the first matrix is also self-adjoint, we obtain in this way models as follows:

C(O+
N)→M2(C(UN)) , C(U+

N )→M2(C(UN × UN))

Regarding now the half-commutation relations, this comes from something general,
regarding the antidiagonal 2× 2 matrices. Consider indeed matrices as follows:

Xi =

(
0 xi
yi 0

)
We have then the following computation:

XiXjXk =

(
0 xi
yi 0

)(
0 xj
yj 0

)(
0 xk
yk 0

)
=

(
0 xiyjxk

yixjyk 0

)
Since this quantity is symmetric in i, k, we obtain from this:

XiXjXk = XkXjXi

Thus, the antidiagonal 2×2 matrices half-commute, and we conclude that our models
for C(O+

N) and C(U
+
N ) constructed above factorize as in the statement. □

We can now formulate our first concrete modeling theorem, as follows:

Theorem 4.15. The above antidiagonal models, namely

C(O∗
N)→M2(C(UN)) , C(U∗

N)→M2(C(UN × UN))

are both stationary, and in particular they are faithful.

Proof. Let us first discuss the case of O∗
N . We will use Theorem 4.13 (3). Since the

fundamental representation is self-adjoint, the various matrices Te with e ∈ {1, ∗}p are all
equal. We denote this common matrix by Tp. We have, by definition:

(Tp)i1...ip,j1...jp =

(
tr ⊗

∫
H

)[(
0 vi1j1
v̄i1j1 0

)
. . . . . .

(
0 vipjp

v̄ipjp 0

)]
Since when multipliying an odd number of antidiagonal matrices we obtain an atidi-

agonal matrix, we have Tp = 0 for p odd. Also, when p is even, we have:

(Tp)i1...ip,j1...jp =

(
tr ⊗

∫
H

)(
vi1j1 . . . v̄ipjp 0

0 v̄i1j1 . . . vipjp

)
=

1

2

(∫
H

vi1j1 . . . v̄ipjp +

∫
H

v̄i1j1 . . . vipjp

)
=

∫
H

Re(vi1j1 . . . v̄ipjp)
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We have T 2
p = Tp = 0 when p is odd, so we are left with proving that for p even we

have T 2
p = Tp. For this purpose, we use the following formula:

Re(x)Re(y) =
1

2
(Re(xy) +Re(xȳ))

By using this identity for each of the terms which appear in the product, and multi-
index notations in order to simplify the writing, we obtain:

(T 2
p )ij =

∑
k1...kp

(Tp)i1...ip,k1...kp(Tp)k1...kp,j1...jp

=

∫
H

∫
H

∑
k1...kp

Re(vi1k1 . . . v̄ipkp)Re(wk1j1 . . . w̄kpjp)dvdw

=
1

2

∫
H

∫
H

∑
k1...kp

Re(vi1k1wk1j1 . . . v̄ipkpw̄kpjp) +Re(vi1k1w̄k1j1 . . . v̄ipkpwkpjp)dvdw

=
1

2

∫
H

∫
H

Re((vw)i1j1 . . . (v̄w̄)ipjp) +Re((vw̄)i1j1 . . . (v̄w)ipjp)dvdw

Now since vw ∈ H is uniformly distributed when v, w ∈ H are uniformly distributed,
the quantity on the left integrates up to (Tp)ij. Also, since H is conjugation-stable, w̄ ∈ H
is uniformly distributed when w ∈ H is uniformly distributed, so the quantity on the right
integrates up to the same quantity, namely (Tp)ij. Thus, we have:

(T 2
p )ij =

1

2

(
(Tp)ij + (Tp)ij

)
= (Tp)ij

Summarizing, we have obtained that for any p, we have T 2
p = Tp. Thus Theorem

4.13 applies, and shows that our model is stationary, as claimed. As for the proof of the
stationarity for the model for U∗

N , this is similar. See [16]. □

As a second illustration, regarding H∗
N , K

∗
N , we have:

Theorem 4.16. We have a stationary matrix model as follows,

C(H∗
N)→M2(C(KN)) , uij →

(
0 vij
v̄ij 0

)
where v is the fundamental corepresentation of C(KN), as well as a stationary model

C(K∗
N)→M2(C(KN ×KN)) , uij →

(
0 vij
wij 0

)
where v, w are the fundamental corepresentations of the two copies of C(KN).

Proof. This follows by adapting the proof of Proposition 4.14 and Theorem 4.15, by
adding there the H+

N , K
+
N relations. All this is in fact part of a more general phenomenon,

concerning half-liberation in general, and we refer here to [5], [10]. □
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As a consequence of this, we can now work out the discrete group case:

Proposition 4.17. Any reflection group Γ =< g1, . . . , gN > which is half-abelian, in
the sense that its standard generators half-commute,

gigjgk = gkgjgi

has an algebraic stationary model, with K = 2.

Proof. This follows from Theorem 4.15. To be more precise, in the non-abelian

case, the results in [5] show that Γ̂ ⊂ O∗
N must come from a group dual Λ̂ ⊂ UN , via the

construction there, and with Λ =< h1, . . . , hN >, the corresponding model is:

Γ ⊂ C(Λ̂, U2) , gi →
[
χ→

(
0 χ(hi)

χ̄(hi) 0

)]
As for the abelian case, the result here follows from Proposition 4.5. □

More generally now, we have the following result, from [5]:

Proposition 4.18. If L is a compact group, having a N-dimensional unitary corep-
resentation v, and an order K automorphism σ : L→ L, we have a matrix model

π : C(U∗
N)→MK(C(L)) , uij → τ [v

(1)
ij , . . . , v

(K)
ij ]

where v(i)(g) = v(σi(g)), and where τ [x1, . . . , xK ] is obtained by filling the standard K-
cycle τ ∈MK(0, 1) with the elements x1, . . . , xK. We call such models “cyclic”.

Proof. The matrices Uij = τ [v
(1)
ij , . . . , v

(K)
ij ] in the statement appear by definition as

follows, with the convention that all the blank spaces denote 0 entries:

Uij =


v
(1)
ij

v
(2)
ij

. . .

v
(K)
ij


The matrix U = (Uij) is then unitary, and so is Ū = (U∗

ij). Thus, if we denote by

w = (wij) the fundamental corepresentation of C(U+
N ), we have a model as follows:

ρ : C(U+
N )→MK(C(L)) , wij → Uij

Now observe that the matrices UijU
∗
kl, U

∗
ijUkl are all diagonal, so in particular, they

commute. Thus the above morphism ρ factorizes through C(U∗
N), as claimed. □

In relation with the above models, we have the following result, also from [5]:
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Theorem 4.19. Any cyclic model in the above sense,

π : C(U∗
N)→MK(C(L))

is stationary on its image, with the corresponding closed subgroup [L] ⊂ U∗
N , given by

Im(π) = C([L])

being the quotient L⋊ ZK → [L] having as coordinates the variables uij = vij ⊗ τ .

Proof. Assuming that (L, σ) are as in Proposition 4.18, we have an action ZK ↷ L,
and we can therefore consider the following short exact sequence:

1→ ZK → L⋊ ZK → L→ 1

By performing a Thoma type construction we obtain a model as follows, where x(i) =
σ̃i(x), with σ̃ : C(L)→ C(L) being the automorphism induced by σ : L→ L:

ρ : C(L⋊ ZK) ⊂MK(C(L)) , x⊗ τ i → τ i[x(1), . . . , x(K)]

Consider now the quotient quantum group L ⋊ ZK → [L] having as coordinates the
variables uij = vij ⊗ τ . We have then a injective morphism, as follows:

ν : C([L]) ⊂ C(L⋊ ZK) , uij → vij ⊗ τ

By composing the above two embeddings, we obtain an embedding as follows:

ρν : C([L]) ⊂MK(C(L)) , uij → τ [v
(1)
ij , . . . , v

(K)
ij ]

Now since ρ is stationary, and since ν commutes with the Haar funtionals as well, it
follows that this morphism ρν is stationary, and this finishes the proof. □

As an illustration, we can now recover the following result, from [5]:

Proposition 4.20. For any non-classical G ⊂ O∗
N we have a stationary model

π : C(G)→M2(C(L)) , uij =

(
0 vij
v̄ij 0

)
where L ⊂ UN , with coordinates denoted vij, is the lift of PG ⊂ PO∗

N = PUN .

Proof. Assume first that L ⊂ UN is self-conjugate, in the sense that g ∈ L =⇒ ḡ ∈
L. If we consider the order 2 automorphism of C(L) induced by gij → ḡij, we can apply
Theorem 4.19, and we obtain a stationary model, as follows:

π : C([L]) ⊂M2(C(L)) , uij ⊗ 1 =

(
0 vij
v̄ij 0

)
The point now is that, as explained in [5], any non-classical subgroup G ⊂ O∗

N must
appear as G = [L], for a certain self-conjugate subgroup L ⊂ UN . Moreover, since we
have PG = P [L], it follows that L ⊂ UN is the lift of PG ⊂ PO∗

N = PUN , as claimed. □
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In the unitary case now, and with the matrix size K ∈ N being arbitrary, we recall
from [5], [10] and related papers that U∗

N has a certain “arithmetic version” U∗
N,K ⊂ U∗

N ,
obtained by imposing some natural length 2K relations on the standard coordinates. As
basic examples, at K = 1 we have U∗

N,1 = UN , the defining relations being ab = ba with
a, b ∈ {uij, u∗ij}, and at K = 2 we have U∗

N,2 = U∗∗
N , with the latter quantum group

appearing via the relations ab · cd = cd · ab, for any a, b, c, d ∈ {uij, u∗ij}.

With this convention, we have the following result, also from [5]:

Theorem 4.21. For any subgroup G ⊂ U∗
N,K which is K-symmetric, in the sense that

uij → e2πi/Kuij defines an automorphism of C(G), we have a stationary model

π : C(G)→MK(C(L)) , uij → τ [v
(1)
ij , . . . , v

(K)
ij ]

with L ⊂ UK
N being a closed subgroup which is symmetric, in the sense that it is stable

under the cyclic action ZK ↷ UK
N .

Proof. This follows from what we have, as follows:

(1) Assuming that L ⊂ UK
N is symmetric in the above sense, we have representations

v(i) : L ⊂ UK
N → U

(i)
N for any i, and the cyclic action ZK ↷ UK

N restricts into an order
K automorphism σ : L→ L. Thus we can apply Theorem 4.19, and we obtain a certain
closed subgroup [L] ⊂ U∗

N,K , having a stationary model as in the statement.

(2) Conversely now, assuming that G ⊂ U∗
N,K is K-symmetric, the main result in [10]

applies, and shows that we must have C(G) ⊂ C(L)⋊ ZK , for a certain closed subgroup
L ⊂ UK

N which is symmetric. But this shows that we have G = [L], and we are done. □

We refer to [5], [10] and related papers for more on the above.

4d. Group duals

Let us discuss now the group dual case, where we have a closed subgroup Γ̂ ⊂ S+
N ,

with Γ being a discrete group. Following [5], we use the following construction:

Proposition 4.22. The following happen:

(1) Given integers K1, . . . , KM satisfying K1+. . .+KM = N , the dual of any quotient

group ZK1 ∗ . . . ∗ ZKM
→ Γ appears as a closed subgroup Γ̂ ⊂ S+

N .
(2) By refining if necessary the partition N = K1 + . . .+KM , we can always assume

that the M morphisms ZKi
→ Γ are all injective.

(3) Assuming that the partition N = K1+ . . .+KM is refined, as above, this partition

is precisely the one describing the orbit structure of Γ̂ ⊂ S+
N .
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Proof. The idea for (1) is that we have embeddings ẐKi
≃ ZKi

⊂ SKi
⊂ S+

Ki
, and

by performing a free product construction, we obtain an embedding as follows:

Γ̂ ⊂ ̂ZK1 ∗ . . . ∗ ZKM
⊂ S+

N

To be more precise, the magic unitary that we get is as follows, where Fi =
1√
Ki
(wab

i )ab

with wi = e2πi/Ki , and Vi = (gai )a, with gi being the standard generator of ZKi
:

u = diag(ui) , ui =
1√
Ki


(FiVi)0 . . . (FiVi)Ki−1

(FiVi)Ki−1 . . . (FiVi)Ki−2
...

...
...

(FiVi)1 . . . (FiVi)0


Regarding (2,3), the idea here is that the orbit structure of any Γ̂ ⊂ S+

N produces a
partition N = K1 + . . .+KM , and then a quotient map ZK1 ∗ . . . ∗ ZKM

→ Γ. □

Following the material from the previous chapters, we will be mainly interested in
what follows in the quasi-transitive case. Let us start with the following definition:

Definition 4.23. Given a subgroup G ⊂ S+
N , a random matrix model of type

π : C(G)→MK(C(T ))

is called quasi-flat when the fibers P x
ij = π(uij)(x) all have rank ≤ 1.

We will explore more in detail this notion later. Now with this convention made, and
getting back to the group duals, we have the following result, from [5]:

Proposition 4.24. The quasi-transitive group duals Γ̂ ⊂ S+
N , with orbits having K

elements, appearing as above, have the following properties:

(1) These come from the quotients Z∗M
K → Γ, having the property that the corre-

sponding M morphisms Z(i)
K ⊂ Z∗M

K → Γ are all injective.
(2) For such a quotient, a matrix model π : C∗(Γ)→MK(C) is quasi-flat if and only

if it is stationary on each subalgebra C∗(Z(i)
K ) ⊂ C∗(Γ).

Proof. The first assertion follows from Proposition 4.23. Regarding the second as-
sertion, consider a matrix model π : C∗(Γ) → MK(C), mapping gi → Ui, where gi is the

standard generator of Z(i)
K . With notations from the proof of Proposition 4.23, the images

of the nonzero standard coordinates on Γ̂ ⊂ S+
N are mapped as follows:

π :
1√
K

(FVi)c →
1√
K

(FWi)c

Here Vi = (gai )a, Wi = (Ua
i )a, and F = 1√

K
(wab)ab with w = e2πi/K . With this formula

in hand, the flatness condition on π simply states that we must have:

Tr((FWi)c) =
√
K , ∀i, ∀c
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In terms of the trace vectors Ti = (Tr(Ua
i ))a this condition becomes FTi =

√
Kξ,

where ξ ∈ CK is the all-one vector. Thus we must have Ti =
√
KF ∗ξ, which reads:

Tr(1)
Tr(Ui)

...
Tr(UK−1

i )

 =
√
KF ∗


1
1
...
1

 =


K
0
...
0

 , ∀i

In other words, we have reached to the conclusion that π is flat precisely when its

restrictions to each subalgebra C∗(Z(i)
K ) ⊂ C∗(Γ) are stationary, as claimed. □

We would like to end our study with a purely group-theoretical formulation of these
results, and of some related questions, that we believe of interest. Let us start with:

Definition 4.25. A discrete group Γ is called uniform when:

(1) Γ is finitely generated, Γ =< g1, . . . , gM >.
(2) The generators g1, . . . , gM have common order K <∞.
(3) Γ appears as an intermediate quotient Z∗M

K → Γ→ ZM
K .

(4) We have an action SM ↷ Γ, given by σ(gi) = gσ(i).

Here the conditions (1-3) basically come from [22], via Proposition 4.24 (1), and
together with some extra considerations from [5], which prevent us from using groups of
type Γ = (ZK ∗ ZK)× ZK , we are led to the condition (4) as well.

Observe that some of the above conditions are technically redundant, with (4) implying
that the generators g1, . . . , gM have common order, as stated in (2), and also with (3)
implying that the group is finitely generated, with the generators having finite order. We
have as well the following notion, which is once again group-theoretical:

Definition 4.26. If a discrete group Γ is uniform, as above, a unitary representation
ρ : Γ→ UK is called quasi-flat when the eigenvalues of each

Ui = ρ(gi) ∈ UK

are uniformly distributed.

To be more precise, assuming that Γ =< g1, . . . , gM > with ord(gi) = K is as in
Definition 4.25, any unitary representation ρ : Γ → UK is uniquely determined by the
images Ui = ρ(gi) ∈ UK of the standard generators. Now since each of these unitaries
satisfies UK

i = 1, its eigenvalues must be among the K-th roots of unity, and our quasi-
flatness assumption states that each eigenvalue must appear with multiplicity 1.

With these notions in hand, we have the following result:
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Theorem 4.27. If Γ =< g1, . . . , gM > is uniform, with ord(gi) = K, a model

π : C∗(Γ)→MK(C(X))

is quasi-flat precisely when the associated unitary representation

ρ : Γ→ C(X,UK)

has quasi-flat fibers, in the sense of Definition 4.26.

Proof. According to Proposition 4.24 (2), the model is quasi-flat precisely when the
following compositions are all stationary:

πi : C
∗(Z(i)

K ) ⊂ C∗(Γ)→MK(C(X))

On the other hand, as already observed in the proof of Proposition 4.24, a matrix
model ρ : C∗(ZK) → MK(C(X)) is stationary precisely when the unitary U = ρ(g),
where g is the standard generator of ZK , satisfies the following condition:

tr(1)
tr(U)

...
tr(UK−1)

 =


1
0
...
0


Thus, such a model is stationary precisely when the eigenvalues of U are uniformly

distributed, over the K-th roots of unity. We conclude that π is quasi-flat precisely when
the eigenvalues of each Ui = ρ(gi) are uniformly distributed, as in Definition 4.26. □

We are interested now in the matrix models for the discrete group algebras, which are
stationary. We use a lift of the quasi-flat models, in the following sense:

Proposition 4.28. The affine lift of the universal quasi-flat model for C∗(Z∗M
K ),

π : C∗(Z∗M
K )→MK(C(U

M
K ))

is given on the canonical generator gi of the i-th factor by

π(gi)(U
1, . . . , UM) =

∑
j

wjPU i
j

where U i
j is the j-th column of U i and Pξ denotes the orthogonal projection onto Cξ.

Proof. There is indeed a canonical quotient map UK → EK , obtained by parametriz-
ing the orthonormal bases of CK by the unitary group UK , and this gives the result. □

We know that the maximal group dual subgroups Γ̂ ⊂ S+
N are the free products of

type ZK1 ∗ . . . ∗ ZKM
with K1 + . . . + KM = N . In the quasi-transitive case, where by

definition K1 = . . . = KM = K with K|N , we have the following result, from [5]:
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Theorem 4.29. The universal quasi-flat model for the group

Γ = Z∗M
K

is inner faithful.

Proof. It is enough to prove that the affine lift of the universal model in the statement
is inner faithful. For this purpose, let us consider a reduced word γ ∈ Z∗M

K , and write it
as follows, with indices it ̸= it+1, and with exponents 1 ≤ kt ≤ K − 1:

γ = gk1i1 . . . g
kn
in

With this convention, we have then the following computation:

π(γ)(U1, . . . , UM) =
K∑

j1...jn=1

wk1j1P
U

i1
j1

. . . wknjnPU in
jn

=
K∑

j1...jn=1

w<k,j>P
U

i1
j1

. . . PU in
jn

Our aim is to prove that there is at least one sequence (U1, . . . , UM) for which the
above matrix is not the identity. For this purpose, we use the following formula:

Pξ1 . . . Pξl(x) =< x, ξl >< ξl, ξl−1 > . . . . . . < ξ2, ξ1 > ξ1

To compute the trace of this operator, we can consider any orthonormal basis contain-
ing ξl, yielding < ξ1, ξl >< ξl, ξl−1 > . . . . . . < ξ2, ξ1 >. Applying this to π(γ) and using
the equality < Ui, Vj >=

∑
l UkiV̄kj = (V ∗U)ji, we get:

tr ◦ π(γ) =
1

K

K∑
j1...jn=1

w<k,j> < U i1
j1
, U in

jn
>< U in

jn
, U

in−1

jn−1
> . . . < U i2

j2
, U i1

j1
>

=
1

K

K∑
j1...jn=1

w<k,j>(U in∗U i1)jnj1(U
in−1∗U in)jn−1jn . . . (U

i1∗U i2)j1j2

Denoting by W the diagonal matrix given by Wij = δijw
i, we have:∑

j1

wk1j1Ujnj1U
∗
j1j2

=
∑
j1l

Ujnj1W
k1
j1l
U∗
lj2

= (UW k1U∗)jnj2

Applying this n times in the above formula for tr ◦ π(γ) yields:

tr ◦ π(γ) = tr
(
U in∗U i1W k1U i1∗U i2W k2 . . .W kn−1U in−1∗U inW kn

)
= tr

(
U i1W k1U i1∗ . . . U inW knU in∗

)
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Assume now that π(γ)(U1, . . . , UM) = Id for all sequences of unitary matrices. The
trace of a unitary matrix can only be equal to 1 if it is the identity, hence:

n∏
p=1

U ipW kpU ip∗ = Id

In other words, the following noncommutative polynomial vanishes on UM
K :

P =
n∏

p=1

X ipW kpX ip∗ − 1

But this is clearly impossible if kt ̸= 0(K) for all t, hence π(γ) is not always the
identity, and so our representation π is inner faithful, as desired. □

More generally now, we have the following result, also from [5]:

Theorem 4.30. The universal quasi-flat model for the group

Γ = ZM1
K ∗ . . . ∗ Z

Mn
K

is inner faithful.

Proof. We can consider the space UK×SM
K as the affine lift of our model. If g1, . . . , gM

are the canonical generators of the direct product, their action is then given by:

π(gi)(U, σ1, . . . , σM) =
K∑
j=1

wjPU
σ−1
i

(j)
=

K∑
j=1

wσi(j)PUj

This gives the following formula for a general element:

π(gk11 . . . gkMM )(U, σ1, . . . , σM) =
K∑
j=1

wk1σ1(j)+...+kMσM (j)PUj

Let g1(i), . . . , gMi
(i) be the generators of ZMi

K , and let consider a reduced word:

γ =
(
g1(i1)

k1(1) . . . gMi1
(i1)

kMi1
(1)
)
. . .
(
g1(in)

k1(n) . . . gMin
(in)

kMin
(n)
)

The computation of tr ◦ π(γ) is then similar to the one in the proof of Theorem 4.29,

until the introduction of the matrices W . Here we have to replace W kt by
∏Mt

s=1W
ks(t)
σt
s

,

where (U t, σt
1, . . . , σ

t
Mt

)1≤t≤n is the element to which we are applying π(γ), and:

(Wσ)ij = δijw
σ(i)

Assuming that π(γ) = 1, we can apply the same strategy as before. Indeed, we have a
polynomial which must vanish on all sequences of unitary matrices, and this is impossible
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unless all the matrices appearing in the polynomial are the identity. Thus, we have:
Mt∏
s=1

W
ks(t)
σt
s

= Id , ∀t

But this condition translates into the following condition:
Mt∏
s=1

wσt
s(i)ks(t) = 1

We can sum the above equation over all permutations, and we obtain:

1

(K!)M

∑
σ1,...,σMi

∈SK

wk1(t)σ1(i)+...+kMt (t)σMt (i) =
1

(K!)M

Mt∏
s=1

( ∑
σs∈SK

wks(t)σs(i)

)
For any i′, there are (K − 1)! permutations σ such that σs(i) = i′. This leads to:∑

σs∈SK

wks(t)σs(i) =
K∑

i′=1

(K − 1)!wks(t)i′ = K!δks(t),0

Now by putting everything together, we obtain the following formula:
Mi∏
s=1

δks(t),0 = 1

Thus ks(t) = 0 for all t and all s, which is a contradiction, as desired. □
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Bonus exercise.
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I’m going to Jackson
I’m gonna mess around

Yeah, I’m going to Jackson
Look out Jackson town
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Projective easiness



If it hadn’t been for Cotton-Eye Joe
I’d been married long time ago

Where did you come from, where did you go
Where did you come from, Cotton-Eye Joe
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Analytic aspects



Come on let’s twist again
Like we did last Summer
Yeah, let’s twist again
Like we did last year
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[36] B. Collins and P. Śniady, Integration with respect to the Haar measure on the unitary, orthogonal

and symplectic group, Comm. Math. Phys. 264 (2006), 773–795.

[37] A. Connes, Noncommutative geometry, Academic Press (1994).

[38] A. Connes and M. Marcolli, Noncommutative geometry, quantum fields and motives, AMS (2008).

[39] A. D’Andrea, C. Pinzari and S. Rossi, Polynomial growth for compact quantum groups, topological

dimension and *-regularity of the Fourier algebra, Ann. Inst. Fourier 67 (2017), 2003–2027.

[40] P. Deligne, Catégories tannakiennes, in “The Grothendieck Festschrift” (2007), 111–195.

[41] P. Di Francesco, Meander determinants, Comm. Math. Phys. 191 (1998), 543–583.

[42] S. Doplicher and J.E. Roberts, A new duality theory for compact groups, Invent. Math. 98 (1989),

157–218.

[43] V.G. Drinfeld, Quantum groups, Proc. ICM Berkeley (1986), 798–820.

[44] M. Enock and J.M. Schwartz, Kac algebras and duality of locally compact groups, Springer (1992).

[45] P. Etingof, S. Gelaki, D. Nikshych and V. Ostrik, Tensor categories, AMS (2016).



BIBLIOGRAPHY 135

[46] L. Faddeev, Instructive history of the quantum inverse scattering method, Acta Appl. Math. 39

(1995), 69–84.

[47] L. Faddeev, N. Reshetikhin and L. Takhtadzhyan, Quantization of Lie groups and Lie algebras,

Leningrad Math. J. 1 (1990), 193–225.

[48] R.P. Feynman, R.B. Leighton and M. Sands, The Feynman lectures on physics, Caltech (1963).

[49] P. Fima and L. Pittau, The free wreath product of a compact quantum group by a quantum auto-

morphism group, J. Funct. Anal. 271 (2016), 1996–2043.

[50] W. Fulton and J. Harris, Representation theory, Springer (1991).

[51] D. Goswami, Quantum group of isometries in classical and noncommutative geometry, Comm. Math.

Phys. 285 (2009), 141–160.

[52] J.M. Gracia-Bond́ıa, J.C. Várilly and H. Figueroa, Elements of noncommutative geometry,
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Möbius function, 44
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random permutation, 42
random variable, 48
rank 1 fibers, 97
reduced algebra, 23
reduction theory, 84
reflection group, 94
removing blocks, 55
removing crossings, 41
representation, 18
Riesz measure, 48
Riesz theorem, 48
rotating by unitary, 18
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rotation group, 57
rotation tangle, 75

Schur-Weyl duality, 39
semicircle, 37
semicircle law, 50, 52
semicircle partition, 37
shrinking of partitions, 64
space of characters, 14
spectral measure, 48
spin algebra, 74
spin planar algebra, 74–76
spinned representation, 18
splitting corepresentations, 21
square of antipode, 17
standard coaction, 29
stationarity, 84, 92
stationary convergence, 46
stationary model, 82
stationary on its image, 90
Stirling numbers, 53
subfactor, 71
sum of algebras, 13
sum of representations, 18
supremum of partitions, 43
symmetric group, 27

tangle, 72
Tannakian category, 34, 54
Tannakian duality, 34, 38, 76, 88
Temperley-Lieb algebra, 66, 71
Temperley-Lieb trace, 66
tensor algebra, 73
tensor category, 20, 34
tensor planar algebra, 73
tensor power coaction, 75
tensor product, 24, 49
tensor product of representations, 18
Thoma theorem, 85
trace of corepresentation, 35
truncated character, 53, 54
truncated integrals, 88
type I algebra, 84

uniform group, 55
uniform integration, 19, 34
uniform measure, 19
uniform quantum group, 55

uniformity, 55
upside-down turning, 37

vertical concatenation, 37
virtually abelian, 85
Voiculescu law, 50, 60
Voiculescu transform, 49
von Neumann algebra, 15, 71

weak operator topology, 15
weak topology, 15
Weingarten formula, 34, 54
Weingarten matrix, 34
Wigner law, 50, 53, 56, 57, 59
Woronowicz algebra, 16
Woronowicz subalgebra, 24

Young tableaux, 67
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