
Quantum permutation groups

Teo Banica

Department of Mathematics, University of Cergy-Pontoise, F-95000
Cergy-Pontoise, France. teo.banica@gmail.com



2010 Mathematics Subject Classification. 46L65

Key words and phrases. Quantum permutation, Quantum reflection

Abstract. The permutation group SN has a quantum analogue S+
N , which is infinite

at N ≥ 4. We review the known facts regarding S+
N , and notably its easiness property,

Weingarten calculus, and the isomorphism S+
4 = SO−1

3 and its consequences. We discuss
then the structure of the closed subgroups G ⊂ S+

N , and notably of the quantum sym-

metry groups of finite graphs G+(X) ⊂ S+
N , with particular attention to the quantum

reflection groups Hs+
N . We also discuss, more generally, the quantum symmetry groups

S+
Z of the finite quantum spaces Z, and their closed subgroups G ⊂ S+

Z , with particular
attention to the quantum graph case, and to quantum reflection groups.



Preface

One of the most puzzling discoveries in quantum algebra, going back to work of Wang
from the late 90s, in answer to a question of Connes, is that the set {1, . . . , N} with
N ≥ 4 has an infinity of quantum permutations. At the first glance, this looks as one of
these physicists’ crazy things, which might be worth attention or not. But please don’t
go away, and listen to what I have so say. Yes, all this is related to physics. But the
mathematics behind it is extremely simple, and worth some attention.

Let us first look at the symmetric group SN . When regarding it as group of permuta-
tions of the N coordinate axes of RN , so as subgroup SN ⊂ ON , the standard coordinates
uij ∈ C(SN) are given by a very simple formula, uij(σ) = δσ(j)i. It follows that these
coordinates uij ∈ C(SN) form a matrix u = (uij) which is “magic”, in the sense that its
entries are projections, p2 = p∗ = p, which sum up to 1 on each row and each column.
Moreover, by Stone-Weierstrass we have C(SN) =< uij >, and with a bit more work,
by using the Gelfand theorem, we can see that C(SN) is isomorphic to the universal
commutative C∗-algebra generated by the entries of a N ×N magic matrix.

This suggests looking at the universal C∗-algebra C(S+
N) generated by the entries

of a N × N magic matrix. In analogy with what happens for C(SN), this algebra has
a comultiplication ∆, a counit ε and an antipode S, so according to general results of
Woronowicz, its spectrum S+

N is a compact quantum group, called quantum permutation
group. And the point is that the inclusion SN ⊂ S+

N is not an isomorphism at N ≥ 4,
because diagonally joining magic matrices of size ≥ 2 shows that S+

N is a non-classical,
infinite compact quantum group, substantially bigger than SN .

Summarizing, some interesting mathematics going on here, and with this digested, the
first thought goes to physics. Can such beasts be of help in connection with statistical
mechanics, along the lines suggested by Jones? What about quarks and the Standard
Model, along the lines suggested by Connes? What about statistical mechanics and
quantum physics alike, via random matrices, and freeness in the sense of Voiculescu?
And also, in tune with our times, what about quantum information?

These questions are all old and difficult, going back to Wang’s discovery of S+
N in the

late 90s, and the few years that followed. So, perhaps more modestly, we should start

3



4 PREFACE

with some pure mathematics. The point indeed is that SN and its subgroups G ⊂ SN
have a lot of interesting mathematics, so before anything, we should understand what
the analogous theory of S+

N and of its closed quantum subgroups G ⊂ S+
N is. And with

a bit of luck, we will get in this way precisely into the mathematics of Connes, Jones,
Voiculescu, putting us on the right track for doing some physics afterwards.

The present book is precisely about this, the mathematics of S+
N and of its closed

subgroups G ⊂ S+
N , with physics motivations in mind. We will be interested in mathe-

matics in a large sense, mixing algebra, geometry, analysis and probability. At the level
of subgroups, we will mostly insist on the quantum reflection groups, which are quite fun-
damental objects, mathematically speaking, and which are expected as well to be useful
in physics. Finally, we will discuss also the more general case of the quantum permuta-
tion groups S+

Z of the arbitrary “finite quantum spaces” Z, and their closed subgroups
G ⊂ S+

Z , with special attention to the quantum reflection subgroups.

All in all, many things to be discussed. We will assume some familiarity with basic
graduate level mathematics, such as operator algebras and quantum groups. In case you
are not familiar with this, have a copy of my quantum group book [4] handy. However,
the present book is for the most self-contained, up to undergraduate mathematics, and if
you’re not afraid of theorems coming with very short proofs, it is for you as such.

Finally, regarding physics, there will be not much of it in this book, which is meant
to be a purely mathematical text. However, the relation with the work of Connes, Jones,
Voiculescu, potentially leading to physics, will be carefully explained. In short, you will
learn in this way everything that is needed for doing good physics afterwards. With this
applying to myself too, my lattice model book [5] being long overdue.

This book is heavily based on a number of research papers on quantum permutations
and reflections, and I am particularly grateful to Julien Bichon, Benôıt Collins and Steve
Curran, for substantial joint work on the subject. Many thanks go as well to my cats, for
precious support and advice, during the preparation of the present book.

Cergy, August 2024

Teo Banica
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Part I

Quantum permutations



Carry me, caravan, take me away
Take me to Portugal, take me to Spain

Andalucia with fields full of grain
I have to see you again and again



CHAPTER 1

Quantum permutations

1a. Quantum spaces

Welcome to quantum permutations. In this first part of the present book we discuss
the construction and basic properties of the quantum permutation groups S+

N , and of
their generalizations S+

Z , with Z being a finite quantum space. The story here involves
the foundational papers of Woronowicz [98], [99], from the end of the 80s, then the key
papers of Wang [95], [96], from the mid 90s, then my own papers [1], [2], [3], from the
late 90s and early 00s, and finally some more specialized papers from the mid and late
00s, including [8], [12], [15], [16], [18], [25], containing a few fundamentals too.

In short, cavern man mathematics from about 20 years ago, but lots of things to be
learned. We will provide here 100 pages on the subject, with a decent presentation of
what is known about S+

N and S+
X , of fundamental type, coming in the form of theorems

accompanied by short proofs. For further details on all this, you have my graduate
textbook on quantum groups [4], along with the original papers cited above.

Getting started now, at the beginning of everything, we have:

Question 1.1 (Connes). What is a quantum permutation group?

This question is more tricky than it might seem. For solving it you need a good
formalism of quantum groups, and there is a bewildering number of choices here, with
most of these formalisms leading nowhere, in connection with the above question. So, we
are into philosophy, and for truly getting started, we have to go back in time, with:

Question 1.2 (Heisenberg). What is a quantum space?

Regarding this latter question, there are as many answers as quantum physicists,
starting with Heisenberg himself in the early 1920s, then Schrödinger and Dirac short
after, with each coming with his own answer to the question. Not to forget Einstein, who
labeled all these solutions as “nice, but probably fundamentally wrong”.

In short, we are now into controversy, and a look at more modern physics does not help
much, with the controversy basically growing instead of diminishing, over the time. So, in
the lack of a good answer, let us take as starting point something nice and mathematical,
rather agreed upon in the 1930s, coming from Dirac’s work, namely:
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12 1. QUANTUM PERMUTATIONS

Answer 1.3 (von Neumann). A quantum space is the dual of an operator algebra.

Fast forward now to the 90s and to Connes’ question, this remains something non-
trivial, even when knowing what a quantum space is, and this for a myriad technical
reasons. You have to work a bit on that question, try all sorts of things which do not
work, until you hit the good answer. With this good answer being as follows:

Answer 1.4 (Wang). The quantum permutation group S+
N is the biggest compact

quantum group acting on {1, . . . , N}, by leaving the counting measure invariant.

To be more precise, the idea is that {1, . . . , N} has all sorts of quantum permutations,
and even when restricting the attention to the “correct” ones, namely those leaving in-
variant the counting measure, there is still an infinity of such quantum permutations, and
the quantum group formed by this infinity of quantum permutations is compact.

This was for the story of the subject, very simplified, and as a final ingredient, two
answers to two natural questions that you might have:

(1) Isn’t the conclusion |S+
N | = ∞ a bit too speculatory, not to say crazy? Certainly

not, I would say, because in quantum mechanics particles do not have clear positions and
speeds, and once you’re deep into this viewpoint, “think quantum”, a bit fuzzy about
everything, why the set {1, . . . , N} not being allowed to have an infinity of quantum
permutations, after all. So, no contradiction, philosophically speaking.

(2) Why was the theory of S+
N developed so late? Good question, and in answer,

looking retrospectively, quantum groups and permutations should have been developed
by von Neumann andWeyl, sometimes in the 1940s, perhaps with some help from Gelfand.
But that never happened. As for the story after WW2, with mathematics, physics, and
mankind in general: that was sex, drugs and rock and roll, forget about it.

Getting started now for good, we have the whole remainder of this chapter for un-
derstanding what Question 1.1 is about, and what its Answer 1.4 says. But before that,
Question 1.2 and Answer 1.3 coming first. Leaving aside physics, we must first talk about
operator algebras, and the starting definition here is as follows:

Definition 1.5. A C∗-algebra is a complex algebra A, having a norm ||.|| making it
a Banach algebra, and an involution ∗, related to the norm by the formula

||aa∗|| = ||a||2

which must hold for any a ∈ A.

As a basic example, the algebraMN(C) of the complex N×N matrices is a C∗-algebra,
with the usual matrix norm and involution of matrices, namely:

||M || = sup
||x||=1

||Mx|| , (M∗)ij = M̄ji
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More generally, any ∗-subalgebra A ⊂ MN(C) is automatically closed, and so is a
C∗-algebra. In fact, in finite dimensions, the situation is as follows:

Proposition 1.6. The finite dimensional C∗-algebras are exactly the algebras

A =Mn1(C)⊕ . . .⊕Mnk
(C)

with norm ||(a1, . . . , ak)|| = supi ||ai||, and involution (a1, . . . , ak)
∗ = (a∗1, . . . , a

∗
k).

Proof. In one sense this is clear. In the other sense, this comes by splitting the unit
of our algebra A as a sum of central minimal projections, 1 = p1 + . . .+ pk. Indeed, when
doing so, each of the ∗-algebras Ai = piApi follows to be a matrix algebra, Ai ≃Mni

(C),
and this gives the direct sum decomposition in the statement. □

In general now, a main theoretical result about C∗-algebras, due to Gelfand, Naimark
and Segal, and called GNS representation theorem, is as follows:

Theorem 1.7. Given a complex Hilbert space H, finite dimensional or not, the algebra
B(H) of linear operators T : H → H which are bounded, in the sense that

||T || = sup
||x||=1

||Tx||

is finite, is a C∗-algebra, with the above norm, and with involution given by:

< Tx, y >=< x, T ∗y >

More generally, and norm closed ∗-subalgebra of this full operator algebra

A ⊂ B(H)

is a C∗-algebra. Any C∗-algebra appears in this way, for a certain Hilbert space H.

Proof. There are several statements here, with the first ones being standard operator
theory, and with the last one being the GNS theorem, the idea being as follows:

(1) First of all, the full operator algebra B(H) is a Banach algebra. Indeed, given a
Cauchy sequence {Tn} inside B(H), we can set Tx = limn→∞ Tnx, for any x ∈ H. It is
then routine to check that we have T ∈ B(H), and that Tn → T in norm.

(2) Regarding the involution, the point is that we must have < Tx, y >=< x, T ∗y >,
for a certain vector T ∗y ∈ H. But this can serve as a definition for T ∗, and the fact that
T ∗ is indeed linear, and bounded, with the bound ||T ∗|| = ||T ||, is routine. As for the
formula ||TT ∗|| = ||T ||2, this is elementary as well, coming by double inequality.

(3) Finally, the fact that any C∗-algebra appears as A ⊂ B(H), for a certain Hilbert
space H, is advanced. The idea is that each a ∈ A acts on A by multiplication, Ta(b) = ab.
Thus, we are more or less led to the result, provided that we are able to convert our algebra
A, regarded as a complex vector space, into a Hilbert space H = L2(A). But this latter
conversion can be done, by taking some inspiration from abstract measure theory. □
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As a third and last basic result about C∗-algebras, which will be of particular interest
for us, we have the following well-known theorem of Gelfand:

Theorem 1.8. Given a compact space X, the algebra C(X) of continuous functions
f : X → C is a C∗-algebra, with norm and involution as follows:

||f || = sup
x∈X
|f(x)| , f ∗(x) = f(x)

This algebra is commutative, and any commutative C∗-algebra A is of this form, with
X = Spec(A) appearing as the space of Banach algebra characters χ : A→ C.

Proof. Once again, there are several statements here, some of them being trivial,
and some of them being advanced, the idea being as follows:

(1) First of all, the fact that C(X) is indeed a Banach algebra is clear, because a
uniform limit of continuous functions is continuous.

(2) Regarding now for the formula ||ff ∗|| = ||f ||2, this is something trivial for func-
tions, because on both sides we obtain supx∈X |f(x)|2.

(3) Given a commutative C∗-algebra A, the character space X = {χ : A → C} is
compact, and we have an evaluation morphism ev : A→ C(X).

(4) The tricky point, which follows from basic spectral theory in Banach algebras, is
to prove that ev is indeed isometric. This gives the last assertion. □

In what follows, we will be mainly using Definition 1.5 and Theorem 1.8, as general
framework. To be more precise, in view of Theorem 1.8, let us formulate:

Definition 1.9. Given an arbitrary C∗-algebra A, we agree to write

A = C(X)

and call the abstract space X a compact quantum space.

In other words, we can define the category of compact quantum spaces X as being
the category of the C∗-algebras A, with the arrows reversed. A morphism f : X → Y
corresponds by definition to a morphism Φ : C(Y ) → C(X), a product of spaces X × Y
corresponds by definition to a product of algebras C(X)⊗ C(Y ), and so on.

All this is of course quite speculative, and as a first result regarding these compact
quantum spaces, coming from Proposition 1.6, we have:

Proposition 1.10. The finite quantum spaces are exactly the disjoint unions of type

X =Mn1 ⊔ . . . ⊔Mnk

where Mn is the finite quantum space given by C(Mn) =Mn(C).
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Proof. This is a reformulation of Proposition 1.6, by using the above philosophy.
Indeed, for a compact quantum space X, coming from a C∗-algebra A via the formula
A = C(X), being finite can only mean that the following number is finite:

|X| = dimCA <∞

Thus, by using Proposition 1.6, we are led to the conclusion that we must have:

C(X) =Mn1(C)⊕ . . .⊕Mnk
(C)

But since direct sums of algebras A correspond to disjoint unions of quantum spaces
X, via the correspondence A = C(X), this leads to the conclusion in the statement. □

This was for the basic theory of C∗-algebras, the idea being that we have some basic
operator theory results, that can be further learned from any standard book, such as
Blackadar [35], and then we can talk about reformulations of these results in quantum
space terms, by using Definition 1.9 and some basic common sense.

Finally, no discussion would be complete without a word about the von Neumann
algebras. These are operator algebras of more advanced type, as follows:

Theorem 1.11. For a ∗-algebra A ⊂ B(H) the following conditions are equivalent,
and if they are satisfied, we say that A is a von Neumann algebra:

(1) A is closed with respect to the weak topology, making each T → Tx continuous.
(2) A is equal to its algebraic bicommutant, A = A′′, computed inside B(H).

As basic examples, we have the algebras A = L∞(X), acting on H = L2(X). Such algebras
are commutative, any any commutative von Neumann algebra is of this form.

Proof. There are several assertions here, the idea being as follows:

(1) The equivalence (1) ⇐⇒ (2) is the well-known bicommutant theorem of von
Neumann, which can be proved by using an amplification trick, H → CN ⊗H.

(2) Given a measured space X, we have indeed an emdedding L∞(X) ⊂ B(L2(X)),
with weakly closed image, given by Tf : g → fg, as in the proof of the GNS theorem.

(3) Given a commutative von Neumann algebra A ⊂ B(H) we can write A =< T >
with T being a normal operator, and the Spectral Theorem gives A ≃ L∞(X). □

In the context of a C∗-algebra representation A ⊂ B(H) we can consider the weak clo-
sure, or bicommutant A′′ ⊂ B(H), which is a von Neumann algebra. In the commutative
case, C(X) ⊂ B(L2(X)), the weak closure is L∞(X). In general, we agree to write:

A′′ = L∞(X)

For more on all this, basic theory of the C∗-algebras and von Neumann algebras, we
refer to any standard operator algebra book, such as Blackadar [35].
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1b. Quantum groups

We are ready now to introduce the compact quantum groups. The axioms here, due
to Woronowicz [98], and slightly modified for our present purposes, are as follows:

Definition 1.12. A Woronowicz algebra is a C∗-algebra A, given with a unitary
matrix u ∈MN(A) whose coefficients generate A, such that the formulae

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = u∗ji

define morphisms of C∗-algebras ∆ : A → A ⊗ A, ε : A → C and S : A → Aopp, called
comultiplication, counit and antipode.

In this definition the tensor product needed for ∆ can be any C∗-algebra tensor prod-
uct. In order to get rid of redundancies, coming from this and from amenability issues,
we will divide everything by an equivalence relation, as follows:

Definition 1.13. We agree to identify two Woronowicz algebras, (A, u) = (B, v),
when we have an isomorphism of ∗-algebras

< uij >≃< vij >

mapping standard coordinates to standard coordinates, uij → vij.

We say that A is cocommutative when Σ∆ = ∆, where Σ(a ⊗ b) = b ⊗ a is the flip.
We have then the following key result, from [98], providing us with examples:

Proposition 1.14. The following are Woronowicz algebras, which are commutative,
respectively cocommutative:

(1) C(G), with G ⊂ UN compact Lie group. Here the structural maps are:

∆(φ) =
[
(g, h)→ φ(gh)

]
, ε(φ) = φ(1) , S(φ) =

[
g → φ(g−1)

]
(2) C∗(Γ), with FN → Γ finitely generated group. Here the structural maps are:

∆(g) = g ⊗ g , ε(g) = 1 , S(g) = g−1

Moreover, we obtain in this way all the commutative/cocommutative algebras.

Proof. In both cases, we first have to exhibit a certain matrix u, and then prove
that we have indeed a Woronowicz algebra. The constructions are as follows:

(1) For the first assertion, we can use the matrix u = (uij) formed by the standard
matrix coordinates of G, which is by definition given by:

g =

u11(g) . . . u1N(g)
...

...
uN1(g) . . . uNN(g)


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(2) For the second assertion, we can use the diagonal matrix formed by generators:

u =

g1 0
. . .

0 gN


Finally, regarding the last assertion, in the commutative case this follows from the

Gelfand theorem, and in the cocommutative case, we will be back to this. □

In order to get now to quantum groups, we will need as well:

Proposition 1.15. Assuming that G ⊂ UN is abelian, we have an identification of
Woronowicz algebras C(G) = C∗(Γ), with Γ being the Pontrjagin dual of G:

Γ =
{
χ : G→ T

}
Conversely, assuming that FN → Γ is abelian, we have an identification of Woronowicz
algebras C∗(Γ) = C(G), with G being the Pontrjagin dual of Γ:

G =
{
χ : Γ→ T

}
Thus, the Woronowicz algebras which are both commutative and cocommutative are exactly
those of type A = C(G) = C∗(Γ), with G,Γ being abelian, in Pontrjagin duality.

Proof. This follows from the Gelfand theorem applied to C∗(Γ), and from the fact
that the characters of a group algebra come from the characters of the group. □

In view of this result, and of the findings from Proposition 1.14 too, we have the
following definition, complementing Definition 1.12 and Definition 1.13:

Definition 1.16. Given a Woronowicz algebra, we write it as follows, and call G a
compact quantum Lie group, and Γ a finitely generated discrete quantum group:

A = C(G) = C∗(Γ)

Also, we say that G,Γ are dual to each other, and write G = Γ̂,Γ = Ĝ.

Let us discuss now some tools for studying the Woronowicz algebras, and the under-
lying quantum groups. First, we have the following result:

Proposition 1.17. Let (A, u) be a Woronowicz algebra.

(1) ∆, ε satisfy the usual axioms for a comultiplication and a counit, namely:

(∆⊗ id)∆ = (id⊗∆)∆

(ε⊗ id)∆ = (id⊗ ε)∆ = id

(2) S satisfies the antipode axiom, on the ∗-algebra generated by entries of u:

m(S ⊗ id)∆ = m(id⊗ S)∆ = ε(.)1

(3) In addition, the square of the antipode is the identity, S2 = id.
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Proof. As a first observation, the result holds in the commutative case, A = C(G)
with G ⊂ UN . Indeed, here we know from Proposition 1.14 that ∆, ε, S appear as func-
tional analytic transposes of the multiplication, unit and inverse maps m,u, i:

∆ = mt , ε = ut , S = it

Thus, in this case, the various conditions in the statement on ∆, ε, S simply come by
transposition from the group axioms satisfied by m,u, i, namely:

m(m× id) = m(id×m)

m(u× id) = m(id× u) = id

m(i× id)δ = m(id× i)δ = 1

Here δ(g) = (g, g). Observe also that the result holds as well in the cocommutative
case, A = C∗(Γ) with FN → Γ, trivially. In general now, the first axiom follows from:

(∆⊗ id)∆(uij) = (id⊗∆)∆(uij) =
∑
kl

uik ⊗ ukl ⊗ ulj

As for the other axioms, the verifications here are similar. □

In order to reach to more advanced results, the idea will be that of doing representation
theory. Following Woronowicz [98], let us start with the following definition:

Definition 1.18. Given (A, u), we call corepresentation of it any unitary matrix
v ∈Mn(A), with A =< uij >, satisfying the same conditions as u, namely:

∆(vij) =
∑
k

vik ⊗ vkj , ε(vij) = δij , S(vij) = v∗ji

We also say that v is a representation of the underlying compact quantum group G.

In the commutative case, A = C(G) with G ⊂ UN , we obtain in this way the finite
dimensional unitary smooth representations v : G→ Un, via the following formula:

v(g) =

v11(g) . . . v1n(g)
...

...
vn1(g) . . . vnn(g)


In the cocommutative case, A = C∗(Γ) with FN → Γ, we will see in a moment that

we obtain in this way the formal sums of elements of Γ, possibly rotated by a unitary. As
a first result now regarding the corepresentations, we have:

Proposition 1.19. The corepresentations are subject to the following operations:

(1) Making sums, v + w = diag(v, w).
(2) Making tensor products, (v ⊗ w)ia,jb = vijwab.
(3) Taking conjugates, (v̄)ij = v∗ij.
(4) Rotating by a unitary, v → UvU∗.
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Proof. We first check the fact that the matrices in the statement are unitaries:

(1) The fact that v + w is unitary is clear.

(2) Regarding now v ⊗ w, this can be written in standard leg-numbering notation as
v ⊗ w = v13w23, and with this interpretation in mind, the unitarity is clear.

(3) In order to check that v̄ is unitary, we can use the antipode. Indeed, by regarding
the antipode as an antimultiplicative map S : A→ A, we have:

(v̄vt)ij =
∑
k

v∗ikvjk =
∑
k

S(v∗kjvki) = S((v∗v)ji) = δij

(vtv̄)ij =
∑
k

vkiv
∗
kj =

∑
k

S(vjkv
∗
ik) = S((vv∗)ji) = δij

(4) Finally, the fact that UvU∗ is unitary is clear. As for the verification of the
comultiplicativity axioms, involving ∆, ε, S, this is routine, in all cases. □

As a consequence of the above result, we can formulate:

Definition 1.20. We denote by u⊗k, with k = ◦ • • ◦ . . . being a colored integer, the
various tensor products between u, ū, indexed according to the rules

u⊗∅ = 1 , u⊗◦ = u , u⊗• = ū

and multiplicativity, u⊗kl = u⊗k ⊗ u⊗l, and call them Peter-Weyl corepresentations.

Here are a few examples of such corepresentations, namely those coming from the
colored integers of length 2, to be often used in what follows:

u⊗◦◦ = u⊗ u , u⊗◦• = u⊗ ū
u⊗•◦ = ū⊗ u , u⊗•• = ū⊗ ū

In order to do representation theory, we first need to know how to integrate over G.
And we have here the following key result, due to Woronowicz [98]:

Theorem 1.21. Any Woronowicz algebra A = C(G) has a unique Haar integration,(∫
G

⊗ id
)
∆ =

(
id⊗

∫
G

)
∆ =

∫
G

(.)1

which can be constructed by starting with any faithful positive form φ ∈ A∗, and setting∫
G

= lim
n→∞

1

n

n∑
k=1

φ∗k

where ϕ ∗ ψ = (ϕ⊗ ψ)∆. Moreover, for any corepresentation v ∈Mn(C)⊗ A we have(
id⊗

∫
G

)
v = P

where P is the orthogonal projection onto Fix(v) = {ξ ∈ Cn|vξ = ξ}.
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Proof. Following [98], this can be done in 3 steps, as follows:

(1) Given φ ∈ A∗, our claim is that the following limit converges, for any a ∈ A:∫
φ

a = lim
n→∞

1

n

n∑
k=1

φ∗k(a)

Indeed, by linearity we can assume that a is the coefficient of certain corepresentation,
a = (τ ⊗ id)v. But in this case, an elementary computation gives the following formula,
with Pφ being the orthogonal projection onto the 1-eigenspace of (id⊗ φ)v:(

id⊗
∫
φ

)
v = Pφ

(2) Since vξ = ξ implies [(id⊗ φ)v]ξ = ξ, we have Pφ ≥ P , where P is the orthogonal
projection onto the following fixed point space:

Fix(v) =
{
ξ ∈ Cn

∣∣∣vξ = ξ
}

The point now is that when φ ∈ A∗ is faithful, by using a standard positivity trick,
we can prove that we have Pφ = P . Assume indeed Pφξ = ξ, and let us set:

a =
∑
i

(∑
j

vijξj − ξi

)(∑
k

vikξk − ξi

)∗

A straightforward computation shows then that φ(a) = 0, and so a = 0, as desired.

(3) With this in hand, the left and right invariance of
∫
G
=
∫
φ
is clear on coefficients,

and so in general, and this gives all the assertions. See [98]. □

We can now develop a Peter-Weyl type theory for the corepresentations, in analogy
with the theory from the classical case. We will need:

Definition 1.22. Given two corepresentations v ∈Mn(A), w ∈Mm(A), we set

Hom(v, w) =
{
T ∈Mm×n(C)

∣∣∣Tv = wT
}

and we use the following conventions:

(1) We use the notations Fix(v) = Hom(1, v), and End(v) = Hom(v, v).
(2) We write v ∼ w when Hom(v, w) contains an invertible element.
(3) We say that v is irreducible, and write v ∈ Irr(G), when End(v) = C1.

In the classical case, where A = C(G) with G ⊂ UN being a closed subgroup, we
obtain in this way the usual notions regarding the representation intertwiners. Observe
also that in the group dual case we have g ∼ h when g = h. Finally, observe that v ∼ w
means that v, w are conjugated by an invertible matrix.

Here are now a few basic results, regarding the above linear spaces:
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Proposition 1.23. We have the following results:

(1) T ∈ Hom(u, v), S ∈ Hom(v, w) =⇒ ST ∈ Hom(u,w).
(2) S ∈ Hom(u, v), T ∈ Hom(w, z) =⇒ S ⊗ T ∈ Hom(u⊗ w, v ⊗ z).
(3) T ∈ Hom(v, w) =⇒ T ∗ ∈ Hom(w, v).

In other words, the Hom spaces form a tensor ∗-category.

Proof. The proofs are all elementary, as follows:

(1) Assume indeed that we have Tu = vT , Sv = Ws. We obtain, as desired:

STu = SvT = wST

(2) Assuming that we have Su = vS, Tw = zT , we obtain, as desired:

(S ⊗ T )(u⊗ w) = (Su)13(Tw)23 = (vS)13(zT )23 = (v ⊗ z)(S ⊗ T )
(3) By conjugating, and then using the unitarity of v, w, we obtain:

Tv = wT =⇒ v∗T ∗ = T ∗w∗

=⇒ vv∗T ∗w = vT ∗w∗w

=⇒ T ∗w = vT ∗

Finally, the last assertion follows from definitions, and from the obvious fact that, in
addition to (1,2,3), the Hom spaces are linear spaces, and contain the units. □

Finally, in order to formulate the Peter-Weyl results, we will need as well:

Proposition 1.24. The characters of the corepresentations, given by

χv =
∑
i

vii

behave as follows, in respect to the various operations:

χv+w = χv + χw , χv⊗w = χvχw , χv̄ = χ∗
v

In addition, given two equivalent corepresentations, v ∼ w, we have χv = χw.

Proof. The three formulae in the statement are all clear from definitions. Regarding
now the last assertion, assuming that we have v = T−1wT , we obtain:

χv = Tr(v) = Tr(T−1wT ) = Tr(w) = χw

We conclude that v ∼ w implies χv = χw, as claimed. □

Consider the dense ∗-subalgebra A ⊂ A generated by the coefficients of the funda-
mental corepresentation u, and endow it with the following scalar product:

< a, b >=

∫
G

ab∗

With this convention, we have the following fundamental result, from [98]:
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Theorem 1.25. We have the following Peter-Weyl type results:

(1) Any corepresentation decomposes as a sum of irreducible corepresentations.
(2) Each irreducible corepresentation appears inside a certain u⊗k.
(3) A =

⊕
v∈Irr(A)Mdim(v)(C), the summands being pairwise orthogonal.

(4) The characters of irreducible corepresentations form an orthonormal system.

Proof. All these results are from Woronowicz [98], the idea being as follows:

(1) Given a corepresentation v ∈Mn(A), we know from Proposition 1.23 that End(v)
is a finite dimensional C∗-algebra, and by using Proposition 1.6, we obtain:

End(v) =Mn1(C)⊕ . . .⊕Mnk
(C)

But this decomposition allows us to define subcorepresentations vi ⊂ v, which are
irreducible, so we obtain, as desired, a decomposition v = v1 + . . .+ vk.

(2) To any corepresentation v ∈ Mn(A) we associate its space of coefficients, given
by C(v) = span(vij). The construction v → C(v) is then functorial, in the sense that it
maps subcorepresentations into subspaces. Observe also that we have:

A =
∑
k∈N∗N

C(u⊗k)

Now given an arbitrary corepresentation v ∈ Mn(A), the corresponding coefficient
space is a finite dimensional subspace C(v) ⊂ A, and so we must have, for certain positive
integers k1, . . . , kp, an inclusion of vector spaces, as follows:

C(v) ⊂ C(u⊗k1 ⊕ . . .⊕ u⊗kp)

Thus we have v ⊂ u⊗k1 ⊕ . . .⊕ u⊗kp , and by (1) we obtain the result.

(3) As a first observation, which follows from an elementary computation, for any two
corepresentations v, w we have a Frobenius type isomorphism, as follows:

Hom(v, w) ≃ Fix(v̄ ⊗ w)

Now assume v ̸∼ w, and let us set Pia,jb =
∫
G
vijw

∗
ab. According to Theorem 1.21, the

matrix P is the orthogonal projection onto the following vector space:

Fix(v ⊗ w̄) ≃ Hom(v̄, w̄) = {0}

Thus we have P = 0, and so C(v) ⊥ C(w), which gives the result.

(4) The fact that the characters form indeed an orthogonal system follows from (3).
Regarding now the norm 1 assertion, consider the following integrals:

Pik,jl =

∫
G

vijv
∗
kl



1B. QUANTUM GROUPS 23

We know from Theorem 1.21 that these integrals form the orthogonal projection onto
Fix(v ⊗ v̄) ≃ End(v̄) = C1. By using this fact, we obtain the following formula:∫

G

χvχ
∗
v =

∑
ij

∫
G

viiv
∗
jj =

∑
i

1

N
= 1

Thus the characters have indeed norm 1, and we are done. □

Observe that in the cocommutative case, we obtain from (4) that our algebra must be
of the form A = C∗(Γ), for some discrete group Γ, as mentioned in Proposition 1.14. As
another consequence of the above results, following Woronowicz [98], we have:

Theorem 1.26. Let Afull be the enveloping C∗-algebra of A, and Ared be the quotient
of A by the null ideal of the Haar integration. The following are then equivalent:

(1) The Haar functional of Afull is faithful.
(2) The projection map Afull → Ared is an isomorphism.
(3) The counit map ε : Afull → C factorizes through Ared.
(4) We have N ∈ σ(Re(χu)), the spectrum being taken inside Ared.

If this is the case, we say that the underlying discrete quantum group Γ is amenable.

Proof. This is well-known in the group dual case, A = C∗(Γ), with Γ being a usual
discrete group. In general, the result follows by adapting the group dual case proof:

(1) ⇐⇒ (2) This simply follows from the fact that the GNS construction for the
algebra Afull with respect to the Haar functional produces the algebra Ared.

(2) ⇐⇒ (3) Here =⇒ is trivial, and conversely, a counit ε : Ared → C produces an

isomorphism Φ : Ared → Afull, by slicing the map ∆̃ : Ared → Ared ⊗ Afull.

(3) ⇐⇒ (4) Here =⇒ is clear, coming from ε(N −Re(χ(u))) = 0, and the converse
can be proved by doing some functional analysis. See [98]. □

With these results in hand, we can formulate, as a refinement of Definition 1.16:

Definition 1.27. Given a Woronowicz algebra A, we formally write as before

A = C(G) = C∗(Γ)

and by GNS construction with respect to the Haar functional, we write as well

A′′ = L∞(G) = L(Γ)

with G being a compact quantum group, and Γ being a discrete quantum group.

Now back to Theorem 1.26, as in the discrete group case, the most interesting criterion
for amenability, leading to some interesting mathematics and physics, is the Kesten one,
(4) there. This leads us into computing character laws:
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Theorem 1.28. Given a Woronowicz algebra (A, u), consider its main character:

χ =
∑
i

uii

(1) The moments of χ are the numbers Mk = dim(Fix(u⊗k)).
(2) When u ∼ ū the law of χ is a real measure, supported by σ(χ).
(3) The notion of coamenability of A depends only on law(χ).

Proof. All this follows from the above results, the idea being as follows:

(1) This follows indeed from Peter-Weyl theory.

(2) When u ∼ ū we have χ = χ∗, which gives the result.

(3) This follows from Theorem 1.26 (4), and from (2) applied to u+ ū. □

This was for the basic theory of compact and discrete quantum groups. For more on
all this, we refer to Woronowicz [98] and related papers, or to the book [4].

1c. Quantum rotations

We know so far that the compact quantum groups include the usual compact Lie

groups, G ⊂ UN , and the abstract duals G = Γ̂ of the finitely generated groups FN → Γ.
We can combine these examples by performing basic operations, as follows:

Proposition 1.29. The class of Woronowicz algebras is stable under taking:

(1) Tensor products, A = A′ ⊗ A′′, with u = u′ + u′′. At the quantum group level we
obtain usual products, G = G′ ×G′′ and Γ = Γ′ × Γ′′.

(2) Free products, A = A′ ∗ A′′, with u = u′ + u′′. At the quantum group level we
obtain dual free products G = G′ ∗̂G′′ and free products Γ = Γ′ ∗ Γ′′.

Proof. Everything here is clear from definitions. In addition to this, let us mention as
well that we have

∫
A′⊗A′′ =

∫
A′ ⊗

∫
A′′ and

∫
A′∗A′′ =

∫
A′ ∗

∫
A′′ . Also, the corepresentations

of the products can be explicitely computed. See Wang [95]. □

Here are some further basic operations, once again from Wang [95]:

Proposition 1.30. The class of Woronowicz algebras is stable under taking:

(1) Subalgebras A′ =< u′ij >⊂ A, with u′ being a corepresentation of A. At the
quantum group level we obtain quotients G→ G′ and subgroups Γ′ ⊂ Γ.

(2) Quotients A→ A′ = A/I, with I being a Hopf ideal, ∆(I) ⊂ A⊗ I + I ⊗ A. At
the quantum group level we obtain subgroups G′ ⊂ G and quotients Γ→ Γ′.

Proof. Once again, everything is clear, and we have as well some straightforward
supplementary results, regarding integration and corepresentations. See [95]. □

Finally, here are two more operations, which are of key importance:
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Proposition 1.31. The class of Woronowicz algebras is stable under taking:

(1) Projective versions, PA =< wia,jb >⊂ A, where w = u ⊗ ū. At the quantum
group level we obtain projective versions, G→ PG and PΓ ⊂ Γ.

(2) Free complexifications, Ã =< zuij >⊂ C(T) ∗ A. At the quantum group level we

obtain free complexifications, denoted G̃ and Γ̃.

Proof. This is clear from the previous results. For details here, we refer to [95]. □

Once again following Wang [95] and related papers, let us discuss now a number of
truly “new” quantum groups, obtained by liberating. We first have:

Theorem 1.32. The following universal algebras are Woronowicz algebras,

C(O+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣u = ū, ut = u−1
)

C(U+
N ) = C∗

(
(uij)i,j=1,...,N

∣∣∣u∗ = u−1, ut = ū−1
)

so the underlying quantum spaces O+
N , U

+
N are compact quantum groups.

Proof. This comes from the elementary fact that if a matrix u = (uij) is orthogonal
or biunitary, then so must be the following matrices:

(u∆)ij =
∑
k

uik ⊗ ukj , (uε)ij = δij , (uS)ij = u∗ji

Thus we can define ∆, ε, S by using the universal property of C(O+
N), C(U

+
N ). □

Now with this done, we can look for various intermediate subgroups ON ⊂ O×
N ⊂ O+

N

and UN ⊂ U×
N ⊂ U+

N . Following [25], a basic construction here is as follows:

Theorem 1.33. The following quotient algebras are Woronowicz algebras,

C(O∗
N) = C(O+

N)
/〈

abc = cba
∣∣∣∀a, b, c ∈ {uij}〉

C(U∗
N) = C(U+

N )
/〈

abc = cba
∣∣∣∀a, b, c ∈ {uij, u∗ij}〉

so the underlying quantum spaces O∗
N , U

∗
N are compact quantum groups.

Proof. This follows as in the proof of Theorem 1.32, because if the entries of u satisfy
the half-commutation relations abc = cba, then so do the entries of u∆, uε, uS. □

Obviously, there are many more things that can be done here, with the above con-
structions being just the tip of the iceberg. But instead of discussing this, let us first
verify that Theorem 1.32 and Theorem 1.33 provide us indeed with new quantum groups.
For this purpose, we can use the notion of diagonal torus, which is as follows:
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Proposition 1.34. Given a closed subgroup G ⊂ U+
N , consider its diagonal torus,

which is the closed subgroup T ⊂ G constructed as follows:

C(T ) = C(G)
/〈

uij = 0
∣∣∣∀i ̸= j

〉
This torus is then a group dual, T = Λ̂, where Λ =< g1, . . . , gN > is the discrete group
generated by the elements gi = uii, which are unitaries inside C(T ).

Proof. Since u is unitary, its diagonal entries gi = uii are unitaries inside C(T ).
Moreover, from ∆(uij) =

∑
k uik ⊗ ukj we obtain, when passing inside the quotient:

∆(gi) = gi ⊗ gi
It follows that we have C(T ) = C∗(Λ), modulo identifying as usual the C∗-completions

of the various group algebras, and so that we have T = Λ̂, as claimed. □

We can now distinguish between our various quantum groups, as follows:

Theorem 1.35. The diagonal tori of the basic unitary quantum groups, namely

UN // U∗
N

// U+
N

ON
//

OO

O∗
N

//

OO

O+
N

OO

are the following discrete group duals,

ẐN // Ẑ◦N // F̂N

ẐN2 //

OO

Ẑ◦N
2

//

OO

Ẑ∗N
2

OO

with ◦ standing for the half-classical product operation for groups.

Proof. This is clear for U+
N , where on the diagonal we obtain the biggest possible

group dual, namely F̂N . For the other quantum groups this follows by taking quotients,

which correspond to taking quotients as well, at the level of the groups Λ = T̂ . □

As a consequence of the above result, the quantum groups that we have are indeed
distinct. There are many more things that can be said about these quantum groups, and
about further versions of these quantum groups that can be constructed. More later.
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1d. Quantum permutations

Eventually. Following Wang [96], let us discuss now the construction and basic prop-
erties of the quantum permutation group S+

N . Let us first look at SN . We have:

Proposition 1.36. Consider the symmetric group SN , viewed as permutation group
of the N coordinate axes of RN . The coordinate functions on SN ⊂ ON are given by

uij = χ
(
σ ∈ G

∣∣∣σ(j) = i
)

and the matrix u = (uij) that these functions form is magic, in the sense that its entries
are projections (p2 = p∗ = p), summing up to 1 on each row and each column.

Proof. The action of SN on the standard basis e1, . . . , eN ∈ RN being given by
σ : ej → eσ(j), this gives the formula of uij in the statement. As for the fact that the
matrix u = (uij) that these functions form is magic, this is clear. □

With a bit more effort, we obtain the following nice characterization of SN :

Theorem 1.37. The algebra of functions on SN has the following presentation,

C(SN) = C∗
comm

(
(uij)i,j=1,...,N

∣∣∣u = magic
)

and the multiplication, unit and inversion map of SN appear from the maps

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = uji

defined at the algebraic level, of functions on SN , by transposing.

Proof. The universal algebra A in the statement being commutative, by the Gelfand
theorem it must be of the form A = C(X), with X being a certain compact space. Now
since we have coordinates uij : X → R, we have an embedding X ⊂ MN(R). Also, since
we know that these coordinates form a magic matrix, the elements g ∈ X must be 0-1
matrices, having exactly one 1 entry on each row and each column, and so X = SN . Thus
we have proved the first assertion, and the second assertion is clear as well. □

Following now Wang [96], we can liberate SN , as follows:

Theorem 1.38. The following universal C∗-algebra, with magic meaning as usual
formed by projections (p2 = p∗ = p), summing up to 1 on each row and each column,

C(S+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣u = magic
)

is a Woronowicz algebra, with comultiplication, counit and antipode given by:

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij , S(uij) = uji

Thus the space S+
N is a compact quantum group, called quantum permutation group.
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Proof. As a first observation, the universal C∗-algebra in the statement is indeed
well-defined, because the conditions p2 = p∗ = p satisfied by the coordinates give:

||uij|| ≤ 1

In order to prove now that we have a Woronowicz algebra, we must construct maps
∆, ε, S given by the formulae in the statement. Consider the following matrices:

u∆ij =
∑
k

uik ⊗ ukj , uεij = δij , uSij = uji

Our claim is that, since u is magic, so are these three matrices. Indeed, regarding u∆,
its entries are idempotents, as shown by the following computation:

(u∆ij)
2 =

∑
kl

uikuil ⊗ ukjulj =
∑
kl

δkluik ⊗ δklukj = u∆ij

These elements are self-adjoint as well, as shown by the following computation:

(u∆ij)
∗ =

∑
k

u∗ik ⊗ u∗kj =
∑
k

uik ⊗ ukj = u∆ij

The row and column sums for the matrix u∆ can be computed as follows:∑
j

u∆ij =
∑
jk

uik ⊗ ukj =
∑
k

uik ⊗ 1 = 1

∑
i

u∆ij =
∑
ik

uik ⊗ ukj =
∑
k

1⊗ ukj = 1

Thus, u∆ is magic. Regarding now uε, uS, these matrices are magic too, and this for
obvious reasons. Thus, all our three matrices u∆, uε, uS are magic, so we can define ∆, ε, S
by the formulae in the statement, by using the universality property of C(S+

N). □

Our first task now is to make sure that Theorem 1.38 produces indeed new quantum
groups, which do not collapse to SN . Following Wang [96], we have:

Theorem 1.39. We have an embedding SN ⊂ S+
N , given at the algebra level by:

uij → χ
(
σ ∈ SN

∣∣∣σ(j) = i
)

This is an isomorphism at N ≤ 3, but not at N ≥ 4, where S+
N is not classical, nor finite.

Proof. The fact that we have indeed an embedding as above follows from Theorem
1.37. Observe that in fact more is true, because Theorems 1.37 and 1.38 give:

C(SN) = C(S+
N)
/〈

ab = ba
〉

Thus, the inclusion SN ⊂ S+
N is a “liberation”, in the sense that SN is the classical

version of S+
N . We will often use this basic fact, in what follows. Regarding now the

second assertion, we can prove this in four steps, as follows:
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Case N = 2. The fact that S+
2 is indeed classical, and hence collapses to S2, is trivial,

because the 2× 2 magic matrices are as follows, with p being a projection:

U =

(
p 1− p

1− p p

)
Indeed, this shows that the entries of U commute. Thus C(S+

2 ) is commutative, and
so equals its biggest commutative quotient, which is C(S2). Thus, S

+
2 = S2.

Case N = 3. By using the same argument as in the N = 2 case, and the symmetries
of the problem, it is enough to check that u11, u22 commute. But this follows from:

u11u22 = u11u22(u11 + u12 + u13)

= u11u22u11 + u11u22u13

= u11u22u11 + u11(1− u21 − u23)u13
= u11u22u11

Indeed, by applying the involution to this formula, we obtain that we have as well
u22u11 = u11u22u11. Thus, we obtain u11u22 = u22u11, as desired.

Case N = 4. Consider the following matrix, with p, q being projections:

U =


p 1− p 0 0

1− p p 0 0
0 0 q 1− q
0 0 1− q q


This matrix is magic, and we can choose p, q ∈ B(H) as for the algebra < p, q > to be

noncommutative and infinite dimensional. We conclude that C(S+
4 ) is noncommutative

and infinite dimensional as well, and so S+
4 is non-classical and infinite, as claimed.

Case N ≥ 5. Here we can use the standard embedding S+
4 ⊂ S+

N , obtained at the level
of the corresponding magic matrices in the following way:

u→
(
u 0
0 1N−4

)
Indeed, with this in hand, the fact that S+

4 is a non-classical, infinite compact quantum
group implies that S+

N with N ≥ 5 has these two properties as well. □

The above result is quite surprising. How on Earth can the set {1, 2, 3, 4} have an
infinity of quantum permutations, and will us be able to fully understand this, one day.
But do not worry, the remainder of the present book will be here for that.

As a first observation, as a matter of doublechecking our findings, we are not wrong
with our formalism, because as explained once again in [96], we have as well:
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Theorem 1.40. The quantum permutation group S+
N acts on the set X = {1, . . . , N},

the corresponding coaction map Φ : C(X)→ C(X)⊗ C(S+
N) being given by:

Φ(ei) =
∑
j

ej ⊗ uji

In fact, S+
N is the biggest compact quantum group acting on X, by leaving the counting

measure invariant, in the sense that (tr ⊗ id)Φ = tr(.)1, where tr(ei) =
1
N
,∀i.

Proof. Our claim is that given a compact matrix quantum group G, the follow-
ing formula defines a morphism of algebras, which is a coaction map, leaving the trace
invariant, precisely when the matrix u = (uij) is a magic corepresentation of C(G):

Φ(ei) =
∑
j

ej ⊗ uji

Indeed, let us first determine when Φ is multiplicative. We have:

Φ(ei)Φ(ek) =
∑
jl

ejel ⊗ ujiulk =
∑
j

ej ⊗ ujiujk

Φ(eiek) = δikΦ(ei) = δik
∑
j

ej ⊗ uji

We conclude that the multiplicativity of Φ is equivalent to the following conditions:

ujiujk = δikuji , ∀i, j, k
Similarly, Φ is unital when

∑
i uji = 1, ∀j. Finally, the fact that Φ is a ∗-morphism

translates into uij = u∗ij, ∀i, j. Summing up, in order for Φ(ei) =
∑

j ej ⊗ uji to be a
morphism of C∗-algebras, the elements uij must be projections, summing up to 1 on each
row of u. Regarding now the preservation of the trace, observe that we have:

(tr ⊗ id)Φ(ei) =
1

N

∑
j

uji

Thus the trace is preserved precisely when the elements uij sum up to 1 on each of
the columns of u. We conclude from this that Φ(ei) =

∑
j ej ⊗ uji is a morphism of C∗-

algebras preserving the trace precisely when u is magic, and since the coaction conditions
on Φ are equivalent to the fact that u must be a corepresentation, this finishes the proof
of our claim. But this claim proves all the assertions in the statement. □

As a technical comment here, the invariance of the counting measure is a key assump-
tion in Theorem 1.40, in order to have an universal object S+

N . That is, this condition
is automatic for classical group actions, but not for quantum group actions, and when
dropping it, there is no universal object of type S+

N . This explains the main difficulty
behind Question 1.1, and the credit for this discovery goes to Wang [96].

In order to study now S+
N , we can use the technology that we have, which gives:
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Theorem 1.41. The quantum groups S+
N have the following properties:

(1) We have S+
N ∗̂S

+
M ⊂ S+

N+M , for any N,M .

(2) In particular, we have an embedding D̂∞ ⊂ S+
4 .

(3) S4 ⊂ S+
4 are distinguished by their spinned diagonal tori.

(4) If ZN1 ∗ . . . ∗ ZNk
→ Γ, with N =

∑
Ni, then Γ̂ ⊂ S+

N .
(5) The quantum groups S+

N with N ≥ 5 are not coamenable.
(6) The half-classical version S∗

N = S+
N ∩O∗

N collapses to SN .

Proof. These results follow from what we have, the proofs being as follows:

(1) If we denote by u, v the fundamental corepresentations of C(S+
N), C(S

+
M), the

fundamental corepresentation of C(S+
N ∗̂S

+
M) is by definition:

w =

(
u 0
0 v

)
But this matrix is magic, because both u, v are magic, and this gives the result.

(2) This result, which refines our N = 4 trick from the proof of Theorem 1.39, follows
from (1) with N =M = 2. Indeed, we have the following computation:

S+
2 ∗̂S+

2 = S2 ∗̂S2 = Z2 ∗̂Z2

≃ Ẑ2 ∗̂ Ẑ2 = Ẑ2 ∗ Z2

= D̂∞

(3) Observe first that S4 ⊂ S+
4 are not distinguished by their diagonal torus, which is

{1} for both of them. However, according to the Peter-Weyl theory applied to the group

duals, the group dual D̂∞ ⊂ S+
4 from (2) must be a subgroup of the diagonal torus of

(S+
4 , FuF

∗), for a certain unitary F ∈ U4, and this gives the result.

(4) This result, which generalizes (2), can be deduced as follows:

Γ̂ ⊂ ̂ZN1 ∗ . . . ∗ ZNk
= ẐN1 ∗̂ . . . ∗̂ ẐNk

≃ ZN1 ∗̂ . . . ∗̂ZNk
⊂ SN1 ∗̂ . . . ∗̂SNk

⊂ S+
N1
∗̂ . . . ∗̂S+

Nk
⊂ S+

N

(5) This follows from (4), because at N = 5 the dual of the group Γ = Z2 ∗ Z3, which
is well-known not to be amenable, embeds into S+

5 . As for the general case, that of S+
N

with N ≥ 5, here the result follows by using the embedding S+
5 ⊂ S+

N .

(6) We must prove that S∗
N = S+

N ∩O∗
N is classical. But here, we can use the fact that

for a magic matrix, the entries on each row sum up to 1. Indeed, by making c vary over
a full row of u, we obtain abc = cba =⇒ ab = ba, as desired. □
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The above results are all quite interesting, notably with (2) providing us with a better
understanding of why S+

4 is infinite, and with (4) telling us that S+
5 is not only infinite,

but just huge. We have as well (6), suggesting that S+
N might be the only liberation of

SN . We will be back to these observations, with further results, in due time.

1e. Exercises

There has been a lot of mathematics in this chapter, and as a best exercise on all this,
read more about operator algebras and quantum groups, in general. Regarding now the
quantum rotations and permutations, as a first exercise about them, we have:

Exercise 1.42. Prove that the quantum group inclusion

Õ+
N ⊂ U+

N

is an isomorphism at the level of the corresponding diagonal tori.

To be more precise, the fact that we have an inclusion Õ+
N ⊂ U+

N is clear, and it can
be actually proved that this inclusion is an isomorphism, but this is non-trivial. So, more
on this later, and in the meantime, you can have some fun with the above exercise.

Exercise 1.43. Find the shortest proof ever for the equality

S+
3 = S3

by doing some original manipulations with the 3× 3 magic matrices.

To be more precise, we have already seen such a proof in the above, and the problem
is that of finding a new proof, a bit in the same spirit, based on new computations.

Exercise 1.44. Prove that we have S+
3 = S3 by looking at the coaction

Φ : C3 → C3 ⊗ C(S+
3 )

written in terms of the Fourier basis of C3.

To be more precise, the question here is that of changing the basis of C3, by using the
Fourier transform over Z3, and then deducing that the coefficients must commute.

Exercise 1.45. Prove that the following quantum groups are not coamenable:

O+
N (N ≥ 3) , U+

N (N ≥ 2)

For a bonus point, prove as well that O+
2 and S+

4 are coamenable.

Here the first part can only be quite standard, by using the same type of ideas as for
S+
N with N ≥ 5. As for the bonus point question, this is something quite difficult, and I

don’t know myself a simple proof for that. Which of course does not mean anything, old
man and I might just miss something, and this is a good problem for you, reader.



CHAPTER 2

Diagrams, easiness

2a. Some philosophy

We have seen the definition and basic properties of S+
N , and a number of more advanced

results as well, such as the non-isomorphism of SN ⊂ S+
N at N ≥ 4, obtained by using

suitable group duals Γ̂ ⊂ S+
N . It is possible to further build along these lines, but all this

remains quite amateurish. For strong results, we must do representation theory.

So, let us first go back to the general closed subgroups G ⊂ U+
N . We have seen in

chapter 1 that such quantum groups have a Haar measure, and that by using this, a
Peter-Weyl theory can be developed for them. However, all this is just a beginning, and
many more things can be said, at the general level, which are all useful. We will present
now this material, and go back afterwards to our problems regarding S+

N .

Let us start with a claim, which is quite precise, and advanced, and which will stand
as a guiding principle for this chapter, and in fact for the remainder of this book:

Claim 2.1. Given a closed subgroup G ⊂u U+
N , no matter what you want to do with

it, of algebraic or analytic type, you must compute the following spaces:

Fk = Fix(u⊗k)

Moreover, for most questions, the computation of the dimensions Mk = dimFk, which are
the moments of the main character χ =

∑
i uii, will do.

This might look like a quite bold claim, so let us explain this. Assuming first that
you are interested in doing representation theory for G, you will certainly run into the
spaces Fk, via Peter-Weyl theory. In fact, Peter-Weyl tells you that the irreducible rep-
resentations appear as r ⊂ u⊗k, so for finding them, you must compute the algebras
Ck = End(u⊗k). But the knowledge of these algebras Ck is more or less the same thing
as the knowledge of the spaces Fk, due to Frobenius duality, as follows:

Proposition 2.2. Given a closed subgroup G ⊂u U+
N , consider the following spaces:

Fk = Fix(u⊗k) , Ck = End(u⊗k) , Ckl = Hom(u⊗k, u⊗l)

Then knowing the sequence {Fk} is the same as knowing the double sequence {Ckl}, and
in the case 1 ∈ u, this is the same as knowing the sequence {Ck}.

33
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Proof. In the particular case of the Peter-Weyl corepresentations, the Frobenius
isomorphism Hom(v, w) ≃ Fix(v̄ ⊗ w), that we know from chapter 1, reads:

Ckl = Hom(u⊗k, u⊗l) = Fix(u⊗k̄l) = Fk̄l

But this gives the equivalence in the statement. Regarding now the last assertion,
assuming 1 ∈ u we have 1 ∈ u⊗k for any colored integer k, and so:

Fk = Hom(1, u⊗k) ⊂ Hom(u⊗k, u⊗k) = Ck

Thus the spaces Fk can be identified inside the algebras Ck, and we are done. □

Summarizing, we have now good algebraic motivations for Claim 2.1. Before going
further, however, let us point out that looking at Proposition 2.2 leads us a bit into a
dillema, on which spaces are the best to use. And the traditional answer here is that the
spaces Ckl are the best, due to Tannakian duality, which is as follows:

Theorem 2.3. The following operations are inverse to each other:

(1) The construction G → C, which associates to a closed subgroup G ⊂u U+
N the

tensor category formed by the intertwiner spaces Ckl = Hom(u⊗k, u⊗l).
(2) The construction C → G, associating to a tensor category C the closed subgroup

G ⊂u U+
N coming from the relations T ∈ Hom(u⊗k, u⊗l), with T ∈ Ckl.

Proof. This is something quite deep, going back to Woronowicz [99] in a slightly
different form, and to Malacarne [70] in the simplified form above. The idea is that we
have indeed a construction G→ CG, whose output is a tensor C∗-subcategory with duals
of the tensor C∗-category of finite dimensional Hilbert spaces, as follows:

(CG)kl = Hom(u⊗k, u⊗l)

We have as well a construction C → GC , obtained by setting:

C(GC) = C(U+
N )
/〈

T ∈ Hom(u⊗k, u⊗l)
∣∣∣∀k, l, ∀T ∈ Ckl〉

Regarding now the bijection claim, some elementary algebra shows that C = CGC

implies G = GCG
, and that C ⊂ CGC

is automatic. Thus we are left with proving:

CGC
⊂ C

But this latter inclusion can be proved indeed, by doing some algebra, and using von
Neumann’s bicommutant theorem, in finite dimensions. See Malacarne [70]. □

The above result is something quite abstract, yet powerful. We will see applications
of it in a moment, in the form of Brauer theorems for UN , ON , SN and U+

N , O
+
N , S

+
N .

All this is very good, providing us with strong motivations for Claim 2.1. However,
algebra is of course not everything, and we must comment now on analysis as well. As an
analyst you would like to know how to integrate over G, and here, we have:
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Theorem 2.4. The integration over G ⊂u U+
N is given by the Weingarten formula∫

G

ue1i1j1 . . . u
ek
ikjk

=
∑

π,σ∈Dk

δπ(i)δσ(j)Wk(π, σ)

for any colored integer k = e1 . . . ek and indices i, j, where Dk is a linear basis of Fix(u⊗k),

δπ(i) =< π, ei1 ⊗ . . .⊗ eik >

and Wk = G−1
k , with Gk(π, σ) =< π, σ >.

Proof. We know from chapter 1 that the integrals in the statement form altogether
the orthogonal projection P k onto the following space:

Fix(u⊗k) = span(Dk)

Consider now the following linear map, with Dk = {ξk} being as in the statement:

E(x) =
∑
π∈Dk

< x, ξπ > ξπ

By a standard linear algebra computation, it follows that we have P = WE, where W
is the inverse on span(Tπ|π ∈ Dk) of the restriction of E. But this restriction is the linear
map given by Gk, and so W is the linear map given by Wk, and this gives the result. □

As a conclusion, regardless on whether you’re an algebraist or an analyst, if you
want to study G ⊂u UN you are led into the computation of the spaces Fk = Fix(u⊗k).
However, the story is not over here, because you might say that you are a functional

analyst, interested in the fine analytic properties of the dual Γ = Ĝ. But here, I would
strike back with the following statement, based on the Kesten amenability criterion:

Proposition 2.5. Given a closed subgroup G ⊂u U+
N , consider its main character:

χ =
∑
i

uii

(1) The moments of χ are the numbers Mk = dim(Fix(u⊗k)).
(2) When u ∼ ū the law of χ is a real measure, supported by σ(χ).

(3) The notion of amenability of Γ = Ĝ depends only on law(χ).

Proof. This is something that we know from chapter 1, the idea being that (1) comes
from Peter-Weyl theory, that (2) comes from u ∼ ū =⇒ χ = χ∗, and that (3) comes
from the Kesten amenability criterion, and from (2) applied to u+ ū. □

Finally, you might argue that you are in fact a pure mathematician interested in the

combinatorial beauty of the dual Γ = Ĝ. But I have an answer to this too, as follows,
again urging you to look at the spaces Fk = Fix(u⊗k), before getting into Γ:
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Proposition 2.6. Consider a closed subgroup G ⊂u U+
N , and assume, by enlarging if

necessary u, that we have 1 ∈ u = ū. The formula

d(v, w) = min
{
k ∈ N

∣∣∣1 ⊂ v̄ ⊗ w ⊗ u⊗k
}

defines then a distance on Irr(G), which coincides with the geodesic distance on the
associated Cayley graph. Moreover, the moments of the main character,∫

G

χk = dim
(
Fix(u⊗k)

)
count the loops based at 1, having lenght k, on the corresponding Cayley graph.

Proof. Observe first the result holds indeed in the group dual case, where the
Woronowicz algebra is A = C∗(Γ), with Γ =< S > being a finitely generated discrete
group. In general, the fact that the lengths are finite follows from Peter-Weyl theory. The
symmetry axiom is clear as well, and the triangle inequality is elementary to establish
too. Finally, the last assertion, regarding the moments, is elementary too. □

As a conclusion, looks like I won the debate, with Claim 2.1 reigning over both the
compact and discrete quantum group worlds, without opposition. Before getting further,
let us record a result in relation with the second part of that claim, as follows:

Theorem 2.7. Given a closed subgroup G ⊂u U+
N , the law of its main character

χ =
∑
i

uii

with respect to the Haar integration has the following properties:

(1) The moments of χ are the numbers Mk = dim(Fix(u⊗k)).

(2) Mk counts the lenght k loops at 1, on the Cayley graph of Γ = Ĝ.

(3) law(χ) is the Kesten measure of the discrete quantum group Γ = Ĝ.
(4) When u ∼ ū the law of χ is a usual measure, supported on [−N,N ].

(5) Γ = Ĝ is amenable precisely when N ∈ supp(law(Re(χ))).
(6) Any inclusion G ⊂u H ⊂v U+

N must decrease the numbers Mk.
(7) Such an inclusion is an isomorphism when law(χu) = law(χv).

Proof. All this is very standard, coming from the Peter-Weyl theory developed by
Woronowicz in [98], and explained in chapter 1, the idea being as follows:

(1) This comes from the Peter-Weyl type theory, which tells us the number of fixed
points of v = u⊗k can be recovered by integrating the character χv = χku.

(2) This is something true, and well-known, for G = Γ̂ with Γ =< g1, . . . , gN > being
a discrete group. In general, the proof is quite similar.

(3) This is actually the definition of the Kesten measure, in the case G = Γ̂, with
Γ =< g1, . . . , gN > being a discrete group. In general, this follows from (2).
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(4) The equivalence u ∼ ū translates into χu = χ∗
u, and this gives the first assertion.

As for the support claim, this follows from uu∗ = 1 =⇒ ||uii|| ≤ 1, for any i.

(5) This is the Kesten amenability criterion, which can be established as in the group

dual case, G = Γ̂, with Γ =< g1, . . . , gN > being a discrete group.

(6) This is something elementary, which follows from (1), and from the fact that the
inclusions of closed subgroups of U+

N decrease the spaces of fixed points.

(7) This follows by using (6), and the Peter-Weyl type theory, the idea being that if
G ⊂ H is not injective, then it must strictly decrease one of the spaces Fix(u⊗k). □

As a conclusion to all this, somewhat improving Claim 2.1, given a closed subgroup
G ⊂u U+

N , regardless of our precise motivations, be that algebra, analysis or other, com-
puting the law of χ =

∑
i uii is the “main problem” to be solved. Good to know.

2b. Diagrams, easiness

Let us discuss now the representation theory of S+
N , and the computation of the law

of the main character. Our main result here, which will be something quite conceptual,
will be the fact that SN ⊂ S+

N is a liberation of “easy quantum groups”.

Looking at what has been said above, as a main tool, at the general level, we only
have Tannakian duality. So, inspired by that, and following [25], let us formulate:

Definition 2.8. Let P (k, l) be the set of partitions between an upper row of k points,
and a lower row of l points. A collection of sets

D =
⊔
k,l

D(k, l)

with D(k, l) ⊂ P (k, l) is called a category of partitions when it has the following properties:

(1) Stability under the horizontal concatenation, (π, σ)→ [πσ].
(2) Stability under the vertical concatenation, (π, σ)→ [σπ].
(3) Stability under the upside-down turning, π → π∗.
(4) Each set P (k, k) contains the identity partition || . . . ||.
(5) The sets P (∅, ◦•) and P (∅, •◦) both contain the semicircle ∩.

As a basic example, we have the category of all partitions P itself. Other basic
examples are the category of pairings P2, and the categories NC,NC2 of noncrossing
partitions, and pairings. We have as well the category P2 of pairings which are “matching”,
in the sense that they connect ◦ − ◦, • − • on the vertical, and ◦ − • on the horizontal,
and its subcategory NC2 ⊂ P2 consisting of the noncrossing matching pairings.

There are many other examples, and we will be back to this. Following [25], the
relation with the Tannakian categories and duality comes from:
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Proposition 2.9. Each partition π ∈ P (k, l) produces a linear map

Tπ : (CN)⊗k → (CN)⊗l

given by the following formula, with e1, . . . , eN being the standard basis of CN ,

Tπ(ei1 ⊗ . . .⊗ eik) =
∑
j1...jl

δπ

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

and with the Kronecker type symbols δπ ∈ {0, 1} depending on whether the indices fit or
not. The assignement π → Tπ is categorical, in the sense that we have

Tπ ⊗ Tσ = T[πσ] , TπTσ = N c(π,σ)T[σπ ] , T ∗
π = Tπ∗

where c(π, σ) are certain integers, coming from the erased components in the middle.

Proof. The concatenation axiom follows from the following computation:

(Tπ ⊗ Tσ)(ei1 ⊗ . . .⊗ eip ⊗ ek1 ⊗ . . .⊗ ekr)

=
∑
j1...jq

∑
l1...ls

δπ

(
i1 . . . ip
j1 . . . jq

)
δσ

(
k1 . . . kr
l1 . . . ls

)
ej1 ⊗ . . .⊗ ejq ⊗ el1 ⊗ . . .⊗ els

=
∑
j1...jq

∑
l1...ls

δ[πσ]

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

)
ej1 ⊗ . . .⊗ ejq ⊗ el1 ⊗ . . .⊗ els

= T[πσ](ei1 ⊗ . . .⊗ eip ⊗ ek1 ⊗ . . .⊗ ekr)
As for the composition and involution axioms, their proof is similar. □

In relation with quantum groups, we have the following result, from [25]:

Theorem 2.10. Each category of partitions D = (D(k, l)) produces a family of com-
pact quantum groups G = (GN), one for each N ∈ N, via the formula

Hom(u⊗k, u⊗l) = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

which produces a Tannakian category, and so a closed subgroup GN ⊂u U+
N .

Proof. Let call Ckl the spaces on the right. By using the axioms in Definition 2.8,
and the categorical properties of the operation π → Tπ, from Proposition 2.9, we see that
C = (Ckl) is a Tannakian category. Thus Theorem 2.3 applies, and gives the result. □

We can now formulate a key definition, as follows:

Definition 2.11. A compact quantum group GN is called easy when we have

Hom(u⊗k, u⊗l) = span
(
Tπ

∣∣∣π ∈ D(k, l)
)

for any colored integers k, l, for a certain category of partitions D ⊂ P .
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In other words, a compact quantum group is called easy when its Tannakian category
appears in the simplest possible way: from a category of partitions. The terminology is
quite natural, because Tannakian duality is basically our only serious tool. In relation
now with quantum permutation groups, and with the orthogonal and unitary quantum
groups too, here is our main result, coming from [1], [15], [25]:

Theorem 2.12. The basic quantum permutation and rotation groups,

S+
N

// O+
N

// U+
N

SN //

OO

ON
//

OO

UN

OO

are all easy, the corresponding categories of partitions being as follows,

NC

��

NC2
oo

��

NC2oo

��
P P2
oo P2

oo

with 2 standing for pairings, NC for noncrossing, and calligraphic for matching.

Proof. This is something quite fundamental, the proof being as follows:

(1) The quantum group U+
N is defined via the following relations:

u∗ = u−1 , ut = ū−1

But, by doing some elementary computations, these relations tell us precisely that the
following two operators must be in the associated Tannakian category C:

Tπ : π = ∩
◦• ,

∩
•◦

Thus, the associated Tannakian category is C = span(Tπ|π ∈ D), with:

D =< ∩
◦• ,

∩
•◦ >= NC2

(2) The subgroup O+
N ⊂ U+

N is defined by imposing the following relations:

uij = ūij

Thus, the following operators must be in the associated Tannakian category C:

Tπ : π = |◦• , |•◦
We conclude that the Tannakian category is C = span(Tπ|π ∈ D), with:

D =< NC2, |◦•, |•◦ >= NC2
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(3) The subgroup UN ⊂ U+
N is defined via the following relations:

[uij, ukl] = 0 , [uij, ūkl] = 0

Thus, the following operators must be in the associated Tannakian category C:

Tπ : π = /\◦◦◦◦ , /\
◦•
•◦

Thus the associated Tannakian category is C = span(Tπ|π ∈ D), with:

D =< NC2, /\◦◦◦◦, /\
◦•
•◦ >= P2

(4) In order to deal now with ON , we can simply use the following formula:

ON = O+
N ∩ UN

At the categorical level, this tells us that ON is indeed easy, coming from:

D =< NC2,P2 >= P2

(5) We know that the subgroup S+
N ⊂ O+

N appears as follows:

C(S+
N) = C(O+

N)
/〈

u = magic
〉

In order to interpret the magic condition, consider the fork partition:

Y ∈ P (2, 1)
Given a corepresentation u, we have the following formulae:

(TY u
⊗2)i,jk =

∑
lm

(TY )i,lm(u
⊗2)lm,jk = uijuik

(uTY )i,jk =
∑
l

uil(TY )l,jk = δjkuij

We conclude that we have the following equivalence:

TY ∈ Hom(u⊗2, u) ⇐⇒ uijuik = δjkuij,∀i, j, k
The condition on the right being equivalent to the magic condition, we obtain:

C(S+
N) = C(O+

N)
/〈

TY ∈ Hom(u⊗2, u)
〉

Thus S+
N is indeed easy, the corresponding category of partitions being:

D =< Y >= NC

(6) Finally, in order to deal with SN , we can use the following formula:

SN = S+
N ∩ON

At the categorical level, this tells us that SN is indeed easy, coming from:

D =< NC,P2 >= P

Thus, we are led to the conclusions in the statement. □
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The above result is something quite deep, and we will see in what follows countless
applications of it. As a first such application, which is rather philosophical, we have:

Theorem 2.13. The constructions GN → G+
N with G = U,O, S are easy quantum

group liberations, in the sense that they come from the construction

D → D ∩NC

at the level of the associated categories of partitions.

Proof. This is clear indeed from Theorem 2.12, and from the following trivial equal-
ities, connecting the categories found there:

NC2 = P2 ∩NC , NC2 = P2 ∩NC , NC = P ∩NC

Thus, we are led to the conclusion in the statement. □

The above result is quite nice, because the various constructions GN → G+
N that we

saw in chapter 1, although natural, were something quite ad-hoc. Now all this is no longer
ad-hoc, and the next time that we will have to liberate a subgroup GN ⊂ UN , we know
what the recipe is, namely check if GN is easy, and if so, simply define G+

N ⊂ U+
N as being

the easy quantum group coming from the category D = DG ∩NC.

2c. Laws of characters

Let us discuss now some more advanced applications of Theorem 2.12, this time to
the computation of the law of the main character, in the spirit of Claim 2.1. First, we
have the following result, valid in the general easy quantum group setting:

Proposition 2.14. For an easy quantum group G = (GN), coming from a category
of partitions D = (D(k, l)), the moments of the main character are given by∫

GN

χk = dim
(
span

(
ξπ

∣∣∣π ∈ D(k)
))

where D(k) = D(∅, k), and with the notation ξπ = Tπ, for partitions π ∈ D(k).

Proof. According to the Peter-Weyl theory, and to the definition of easiness, the
moments of the main character are given by the following formula:∫

GN

χk =

∫
GN

χu⊗k

= dim
(
Fix(u⊗k)

)
= dim

(
span

(
ξπ

∣∣∣π ∈ D(k)
))

Thus, we obtain the formula in the statement. □
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With the above result in hand, you would probably say very nice, so in practice, this is
just a matter of counting the partitions appearing in Theorem 2.12, and then recovering
the measures having these numbers as moments. However, this is wrong, because such
a computation would lead to a law of χ which is independent on N ∈ N, and for the
classical groups at least, SN , ON , UN , we obviously cannot have such a result.

The mistake comes from the fact that the vectors ξπ are not necessarily linearly inde-
pendent. Let us record this finding, which will be of key importance for us:

Conclusion 2.15. The vectors associated to the partitions π ∈ P (k), namely

ξπ =
∑
i1...ik

δπ(i1, . . . , ik) ei1 ⊗ . . .⊗ eik

are not linearly independent, with this making the main character moments for SN ,∫
SN

χk = dim
(
span

(
ξπ

∣∣∣π ∈ P (k)))
depend on N ∈ N. Moreover, the same phenomenon happens for ON , UN .

All this suggests by doing some linear algebra for the vectors ξπ, but this looks rather
complicated, and let’s keep that for later. What we can do right away, instead, is that of
studying SN with alternative, direct techniques. And here we have:

Theorem 2.16. Consider the symmetric group SN , regarded as a compact group of
matrices, SN ⊂ ON , via the standard permutation matrices.

(1) The main character χ ∈ C(SN), defined as usual as χ =
∑

i uii, counts the
number of fixed points, χ(σ) = #{i|σ(i) = i}.

(2) The probability for a permutation σ ∈ SN to be a derangement, meaning to have
no fixed points at all, becomes, with N →∞, equal to 1/e.

(3) The law of the main character χ ∈ C(SN) becomes with N →∞ the Poisson law
p1 =

1
e

∑
k δk/k!, with respect to the counting measure.

Proof. This is something very classical, the proof being as follows:

(1) We have indeed the following computation, which gives the result:

χ(σ) =
∑
i

uii(σ) =
∑
i

δσ(i)i = #
{
i
∣∣∣σ(i) = i

}
(2) We use the inclusion-exclusion principle. Consider the following sets:

SiN =
{
σ ∈ SN

∣∣∣σ(i) = i
}
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The probability that we are interested in is then given by:

P (χ = 0) =
1

N !

(
|SN | −

∑
i

|SiN |+
∑
i<j

|SiN ∩ S
j
N | −

∑
i<j<k

|SiN ∩ S
j
N ∩ S

k
N |+ . . .

)

=
1

N !

N∑
r=0

(−1)r
∑

i1<...<ir

(N − r)!

=
1

N !

N∑
r=0

(−1)r
(
N

r

)
(N − r)!

=
N∑
r=0

(−1)r

r!

Since we have here the expansion of 1/e, this gives the result.

(3) This follows by generalizing the computation in (2). To be more precise, a similar
application of the inclusion-exclusion principle gives the following formula:

lim
N→∞

P (χ = k) =
1

k!e

Thus, we obtain in the limit a Poisson law of parameter 1, as stated. □

The above result is quite interesting, and tells us what to do next. As a first goal,
we can try to recover (3) there by using Proposition 2.14, and easiness. Then, once this
understood, we can try to look at S+

N , and then at ON , UN and O+
N , U

+
N too, with the

same objective, namely finding N →∞ results for the law of χ, using easiness.

So, back to Proposition 2.14 and Conclusion 2.15, and we have now to courageously
attack the main problem, namely the linear independence question for the vectors ξπ.
This will be quite technical. Let us begin with some standard combinatorics:

Definition 2.17. Let P (k) be the set of partitions of {1, . . . , k}, and π, σ ∈ P (k).
(1) We write π ≤ σ if each block of π is contained in a block of σ.
(2) We let π ∨ σ ∈ P (k) be the partition obtained by superposing π, σ.

Also, we denote by |.| the number of blocks of the partitions π ∈ P (k).

As an illustration here, at k = 2 we have P (2) = {||,⊓}, and we have:

|| ≤ ⊓
Also, at k = 3 we have P (3) = {|||,⊓|,⊓| , |⊓,⊓⊓}, and the order relation is as follows:

||| ≤ ⊓| , ⊓| , |⊓ ≤ ⊓⊓
In relation with our linear independence questions, the idea will be that of using:
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Proposition 2.18. The Gram matrix of the vectors ξπ is given by the formula

< ξπ, ξσ >= N |π∨σ|

where ∨ is the superposition operation, and |.| is the number of blocks.

Proof. According to the formula of the vectors ξπ, we have:

< ξπ, ξσ > =
∑
i1...ik

δπ(i1, . . . , ik)δσ(i1, . . . , ik)

=
∑
i1...ik

δπ∨σ(i1, . . . , ik)

= N |π∨σ|

Thus, we have obtained the formula in the statement. □

In order to study the Gram matrixGk(π, σ) = N |π∨σ|, and more specifically to compute
its determinant, we will use several standard facts about the partitions. We have:

Definition 2.19. The Möbius function of any lattice, and so of P , is given by

µ(π, σ) =


1 if π = σ

−
∑

π≤τ<σ µ(π, τ) if π < σ

0 if π ̸≤ σ

with the construction being performed by recurrence.

As an illustration here, for P (2) = {||,⊓}, we have by definition:

µ(||, ||) = µ(⊓,⊓) = 1

Also, || < ⊓, with no intermediate partition in between, so we obtain:

µ(||,⊓) = −µ(||, ||) = −1
Finally, we have ⊓ ̸≤ ||, and so we have as well the following formula:

µ(⊓, ||) = 0

Thus, as a conclusion, we have computed the Möbius matrix M2(π, σ) = µ(π, σ) of
the lattice P (2) = {||,⊓}, the formula being as follows:

M2 =

(
1 −1
0 1

)
Back to the general case now, the main interest in the Möbius function comes from

the Möbius inversion formula, which states that the following happens:

f(σ) =
∑
π≤σ

g(π) =⇒ g(σ) =
∑
π≤σ

µ(π, σ)f(π)

In linear algebra terms, the statement and proof of this formula are as follows:
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Theorem 2.20. The inverse of the adjacency matrix of P (k), given by

Ak(π, σ) =

{
1 if π ≤ σ

0 if π ̸≤ σ

is the Möbius matrix of P , given by Mk(π, σ) = µ(π, σ).

Proof. This is well-known, coming for instance from the fact that Ak is upper trian-
gular. Indeed, when inverting, we are led into the recurrence from Definition 2.19. □

As an illustration, for P (2) the formula M2 = A−1
2 appears as follows:(

1 −1
0 1

)
=

(
1 1
0 1

)−1

Now back to our Gram matrix considerations, we have the following key result:

Proposition 2.21. The Gram matrix of the vectors ξπ with π ∈ P (k),

Gπσ = N |π∨σ|

decomposes as a product of upper/lower triangular matrices, Gk = AkLk, where

Lk(π, σ) =

{
N(N − 1) . . . (N − |π|+ 1) if σ ≤ π

0 otherwise

and where Ak is the adjacency matrix of P (k).

Proof. We have the following computation, based on Proposition 2.18:

Gk(π, σ) = N |π∨σ|

= #
{
i1, . . . , ik ∈ {1, . . . , N}

∣∣∣ ker i ≥ π ∨ σ
}

=
∑
τ≥π∨σ

#
{
i1, . . . , ik ∈ {1, . . . , N}

∣∣∣ ker i = τ
}

=
∑
τ≥π∨σ

N(N − 1) . . . (N − |τ |+ 1)

According now to the definition of Ak, Lk, this formula reads:

Gk(π, σ) =
∑
τ≥π

Lk(τ, σ)

=
∑
τ

Ak(π, τ)Lk(τ, σ)

= (AkLk)(π, σ)

Thus, we are led to the formula in the statement. □
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As an illustration for the above result, at k = 2 we have P (2) = {||,⊓}, and the above
decomposition G2 = A2L2 appears as follows:(

N2 N
N N

)
=

(
1 1
0 1

)(
N2 −N 0
N N

)
We are led in this way to the following formula, due to Lindstöm [67]:

Theorem 2.22. The determinant of the Gram matrix Gk is given by

det(Gk) =
∏

π∈P (k)

N !

(N − |π|)!

with the convention that in the case N < k we obtain 0.

Proof. If we order P (k) as usual, with respect to the number of blocks, and then
lexicographically, Ak is upper triangular, and Lk is lower triangular. Thus, we have:

det(Gk) = det(Ak) det(Lk)

= det(Lk)

=
∏
π

Lk(π, π)

=
∏
π

N(N − 1) . . . (N − |π|+ 1)

Thus, we are led to the formula in the statement. □

Now back to easiness and laws of characters, we can formulate:

Theorem 2.23. For an easy quantum group G = (GN), coming from a category of
partitions D = (D(k, l)), the asymptotic moments of the main character are given by

lim
N→∞

∫
GN

χk = |D(k)|

where D(k) = D(∅, k), with the limiting sequence on the left consisting of certain integers,
and being stationary at least starting from the k-th term.

Proof. We know from Proposition 2.14 that we have the following formula:∫
GN

χk = dim
(
span

(
ξπ

∣∣∣π ∈ D(k)
))

Now since by Theorem 2.22 the vectors ξπ are linearly independent with N ≥ k, and
in particular with N →∞, we obtain the formula in the statement. □

This is very nice, and as a first application, we can recover as promised the Poisson
law result from Theorem 2.16, this time by using easiness, as follows:



2D. FREE PROBABILITY 47

Theorem 2.24. For the symmetric group SN , the main character becomes Poisson

χ ∼ p1

in the N →∞ limit.

Proof. As already mentioned, this is something that we already know, from Theorem
2.16. Alternatively, according to Theorem 2.23, we have the following formula:

lim
N→∞

∫
SN

χk = |P (k)|

Now since a partition of {1, . . . , k + 1} appears by choosing s neighbors for 1, among
the k numbers available, and then partitioning the k − s elements left, the numbers on
the right Bk = |P (k)|, called Bell numbers, satisfy the following recurrence:

Bk+1 =
∑
s

(
k

s

)
Bk−s

On the other hand, the moments Mk of the Poisson law p1 = 1
e

∑
r δr/r! are subject

to the same recurrence formula, as shown by the following computation:

Mk+1 =
1

e

∑
r

(r + 1)k

r!

=
1

e

∑
r

rk

r!

(
1 +

1

r

)k
=

1

e

∑
r

rk

r!

∑
s

(
k

s

)
r−s

=
∑
s

(
k

s

)
· 1
e

∑
r

rk−s

r!

=
∑
s

(
k

s

)
Mk−s

As for the initial values, at k = 1, 2, these are 1, 2, for both the Bell numbers Bk, and
the Poisson moments Mk. Thus we have Bk =Mk, which gives the result. □

2d. Free probability

Moving ahead, we have now to work out free analogues of Theorem 2.24 for the other
easy quantum groups that we know. A bit of thinking at traces of unitary matrices
suggests that for the groups ON , UN we should get the real and complex normal laws. As
for O+

N , U
+
N , S

+
N , we are a bit in the dark here, and we can only say that we can expect to

have “free versions” of the real and complex normal laws, and of the Poisson law.



48 2. DIAGRAMS, EASINESS

Long story short, the combinatorics ahead looks quite complicated, and we are in need
of a crash course on probability. So, let us start with that, classical and free probability,
and we will come back later to combinatorics and quantum groups. We first have:

Definition 2.25. Let A be a C∗-algebra, given with a trace tr : A→ C.
(1) The elements a ∈ A are called random variables.
(2) The moments of such a variable are the numbers Mk(a) = tr(ak).
(3) The law of such a variable is the functional µ : P → tr(P (a)).

Here k = ◦ • • ◦ . . . is by definition a colored integer, and the corresponding powers ak

are defined by the following formulae, and multiplicativity:

a∅ = 1 , a◦ = a , a• = a∗

As for the polynomial P , this is a noncommuting ∗-polynomial in one variable:

P ∈ C < X,X∗ >

Observe that the law is uniquely determined by the moments, because we have:

P (X) =
∑
k

λkX
k =⇒ µ(P ) =

∑
k

λkMk(a)

Generally speaking, the above definition is something quite abstract, but there is no
other way of doing things, at least at this level of generality. However, in certain special
cases, the formalism simplifies, and we recover more familiar objects, as follows:

Proposition 2.26. Assuming that a ∈ A is normal, aa∗ = a∗a, its law corresponds
to a probability measure on its spectrum σ(a) ⊂ C, according to the following formula:

tr(P (a)) =

∫
σ(a)

P (x)dµ(x)

When the trace is faithful we have supp(µ) = σ(a). Also, in the particular case where the
variable is self-adjoint, a = a∗, this law is a real probability measure.

Proof. This is something very standard, coming from the Gelfand theorem, applied
to the algebra < a >, which is commutative, and then the Riesz theorem. □

Following Voiculescu [92], we have the following two notions of independence:

Definition 2.27. Two subalgebras A,B ⊂ C are called independent when

tr(a) = tr(b) = 0 =⇒ tr(ab) = 0

holds for any a ∈ A and b ∈ B, and free when

tr(ai) = tr(bi) = 0 =⇒ tr(a1b1a2b2 . . .) = 0

holds for any ai ∈ A and bi ∈ B.
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In short, we have here a straightforward extension of the usual notion of independence,
in the framework of Definition 2.25, along with a quite natural free analogue of it. In order
to understand what is going on, let us first discuss some basic models for independence
and freeness. We have the following result, from [92], which clarifies things:

Proposition 2.28. Given two algebras (A, tr) and (B, tr), the following hold:

(1) A,B are independent inside their tensor product A⊗B.
(2) A,B are free inside their free product A ∗B.

Proof. Both the assertions are clear from definitions, after some standard discussion
regarding the tensor product and free product trace. See Voiculescu [92]. □

In relation with groups, we have the following result:

Proposition 2.29. We have the following results, valid for group algebras:

(1) C∗(Γ), C∗(Λ) are independent inside C∗(Γ× Λ).
(2) C∗(Γ), C∗(Λ) are free inside C∗(Γ ∗ Λ).

Proof. This follows from the general results in Proposition 2.28, along with the
following two isomorphisms, which are both standard:

C∗(Γ× Λ) = C∗(Λ)⊗ C∗(Γ) , C∗(Γ ∗ Λ) = C∗(Λ) ∗ C∗(Γ)

Alternatively, we can prove this directly, by using the fact that each algebra is spanned
by the corresponding group elements, and checking the result on group elements. □

In order to study independence and freeness, our main tool will be:

Theorem 2.30. The convolution is linearized by the log of the Fourier transform,

Ff (x) = E(eixf )

and the free convolution is linearized by the R-transform, given by:

Gµ(ξ) =

∫
R

dµ(t)

ξ − t
=⇒ Gµ

(
Rµ(ξ) +

1

ξ

)
= ξ

Proof. In what regards the first assertion, if f, g are independent, we have indeed:

Ff+g(x) =

∫
R
eixzd(µf ∗ µg)(z)

=

∫
R×R

eix(z+t)dµf (z)dµg(t)

=

∫
R
eixzdµf (z)

∫
R
eixtdµg(t)

= Ff (x)Fg(x)
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As for the second assertion, here we need a good model for free convolution, and the
best is to use the semigroup algebra of the free semigroup on two generators:

A = C∗(N ∗ N)
Indeed, we have some freeness in the semigroup setting, a bit in the same way as for

the group algebras C∗(Γ ∗ Λ), from Proposition 2.29, and in addition to this fact, and to
what happens in the group algebra case, the following two key things happen:

(1) The variables of type S∗+f(S), with S ∈ C∗(N) being the shift, and with f ∈ C[X]
being a polynomial, model in moments all the distributions µ : C[X]→ C. This is indeed
something elementary, which can be checked via a direct algebraic computation.

(2) Given f, g ∈ C[X], the variables S∗+ f(S) and T ∗+ g(T ), where S, T ∈ C∗(N ∗N)
are the shifts corresponding to the generators of N ∗ N, are free, and their sum has the
same law as S∗ + (f + g)(S). This follows indeed by using a 45◦ argument.

With this in hand, we can see that the operation µ→ f linearizes the free convolution.
We are therefore left with a computation inside C∗(N), whose conclusion is that Rµ = f
can be recaptured from µ via the Cauchy transform Gµ, as stated. See [92]. □

As a first result now, which is central and classical and free probability, we have:

Theorem 2.31 (CLT). Given self-adjoint variables x1, x2, x3, . . . which are i.i.d./f.i.d.,
centered, with variance t > 0, we have, with n→∞, in moments,

1√
n

n∑
i=1

xi ∼ gt/γt

where gt/γt are the normal and Wigner semicircle law of parameter t, given by:

gt =
1√
2πt

e−x
2/2tdx , γt =

1

2πt

√
4t2 − x2dx

Proof. This is routine, by using the Fourier transform and the R-transform. □

Next, we have the following complex version of the CLT:

Theorem 2.32 (CCLT). Given variables x1, x2, x3, . . . which are i.i.d./f.i.d., centered,
with variance t > 0, we have, with n→∞, in moments,

1√
n

n∑
i=1

xi ∼ Gt/Γt

where Gt/Γt are the complex normal and Voiculescu circular law of parameter t, given by:

Gt = law

(
1√
2
(a+ ib)

)
, Γt = law

(
1√
2
(α + iβ)

)
where a, b/α, β are independent/free, each following the law gt/γt.
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Proof. This follows indeed from the CLT, by taking real and imaginary parts. □

Finally, we have the following discrete version of the CLT:

Theorem 2.33 (PLT). The following Poisson limits converge, for any t > 0,

pt = lim
n→∞

((
1− t

n

)
δ0 +

t

n
δ1

)∗n

, πt = lim
n→∞

((
1− t

n

)
δ0 +

t

n
δ1

)⊞n

the limiting measures being the Poisson law pt, and the Marchenko-Pastur law πt,

pt =
1

et

∞∑
k=0

tkδk
k!

, πt = max(1− t, 0)δ0 +
√
4t− (x− 1− t)2

2πx
dx

with at t = 1, the Marchenko-Pastur law being π1 =
1
2π

√
4x−1 − 1 dx.

Proof. This is again routine, by using the Fourier and R-transform. □

This was for the basic classical and free probability. In relation now with combina-
torics, we have the following result, which reminds easiness, and is of interest for us:

Theorem 2.34. The moments of the various central limiting measures, namely

πt γt Γt

pt gt Gt

are always given by the same formula, involving partitions, namely

Mk =
∑

π∈D(k)

t|π|

with the sets of partitions D(k) in question being respectively

NC

��

NC2

��

oo NC2oo

��
P P2
oo P2

oo

and with |.| being the number of blocks.

Proof. This follows indeed from the various computations leading to Theorems 2.31,
2.32, 2.33, and details can be found in any free probability book. See [78], [94]. □
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It is possible to say more on this, following Rota in the classical case, Speicher in the
free case, and Bercovici-Pata for the classical/free correspondence. We first have:

Definition 2.35. The cumulants of a self-adjoint variable a ∈ A are given by

logFa(ξ) =
∞∑
n=1

kn(a)
(iξ)n

n!

and the free cumulants of the same variable a ∈ A are given by:

Ra(ξ) =
∞∑
n=1

κn(a)ξ
n−1

Moreover, we have extensions of these notions to the non-self-adjoint case.

In what follows we will only discuss the self-adjoint case, which is simpler, and illustrat-
ing. Since the classical and free cumulants are by definition certain linear combinations
of the moments, we should have conversion formulae. The result here is as follows:

Theorem 2.36. The moments can be recaptured out of cumulants via

Mn(a) =
∑

π∈P (n)

kπ(a) , Mn(a) =
∑

π∈NC(n)

κπ(a)

with the convention that kπ, κπ are defined by multiplicativity over blocks. Also,

kn(a) =
∑

ν∈P (n)

µP (ν, 1n)Mν(a) , κn(a) =
∑

ν∈NC(n)

µNC(ν, 1n)Mν(a)

where µP , µNC are the Möbius functions of P (n), NC(n).

Proof. Here the first formulae follow from Definition 2.35, by doing some combina-
torics, and the second formulae follow from them, via Möbius inversion. □

In relation with the various laws that we are interested in, we have:

Proposition 2.37. The classical and free cumulants are as follows:

(1) For µ = δc both the classical and free cumulants are c, 0, 0, . . .
(2) For µ = gt/γt the classical/free cumulants are 0, t, 0, 0, . . .
(3) For µ = pt/πt the classical/free cumulants are t, t, t, . . .

Proof. Here (1) is something trivial, and (2,3) can be deduced either directly, starting
from the definition of the various laws involved, or by using Theorem 2.34. □

Following now Bercovici-Pata [23], let us formulate the following definition:

Definition 2.38. If the classical cumulants of η equal the free cumulants of µ,

kn(η) = κn(µ)

we say that η is the classical version of µ, and that µ is the free version of η.
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All this is quite interesting, and we have now a better understanding of Theorem 2.34,
the point there being that on the vertical, we have measures in Bercovici-Pata bijection.
Now back to quantum groups, we first have the following result, from [15]:

Theorem 2.39. The asymptotic laws of characters for the basic quantum groups,

S+
N

// O+
N

// U+
N

SN //

OO

ON
//

OO

UN

OO

are precisely the main laws in classical and free probability at t = 1.

Proof. This follows indeed from our various easiness considerations before, and from
Theorem 2.34 applied at t = 1, which gives Mk = |D(k)| in this case. □

More generally, again following [15], let us discuss now the computation for the trun-
cated characters. These are variables constructed as follows:

Definition 2.40. Associated to any Woronowicz algebra (A, u) are the variables

χt =

[tN ]∑
i=1

uii

depending on a parameter t ∈ (0, 1], called truncations of the main character.

In order to understand what these variables χt are about, let us first investigate the
symmetric group SN . We have here the following result:

Theorem 2.41. For the symmetric group SN ⊂ ON , the truncated character

χt(g) =

[tN ]∑
i=1

uii

becomes, with N →∞, a Poisson variable of parameter t.

Proof. This can be deduced via inclusion-exclusion, as in the proof of Theorem 2.16,
but let us prove this via an alternative method, which is instructive as well. Our first
claim is that the integrals over SN are given by the following formula:∫

SN

ui1j1 . . . uikjk =

{
(N−| ker i|)!

N !
if ker i = ker j

0 otherwise

Indeed, according to the definition of uij, the above integrals are given by:∫
SN

ui1j1 . . . uikjk =
1

N !
#
{
σ ∈ SN

∣∣∣σ(j1) = i1, . . . , σ(jk) = ik

}
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But this proves our claim. Now with the above formula in hand, with Skb being the
Stirling numbers, counting the partitions in P (k) having b blocks, we have:∫

SN

χkt =

[tN ]∑
i1...ik=1

∫
SN

ui1i1 . . . uikik

=
∑

π∈P (k)

[tN ]!

([tN ]− |π|!)
· (N − |π|!)

N !

=

[tN ]∑
b=1

[tN ]!

([tN ]− b)!
· (N − b)!

N !
· Skb

Thus with N →∞ the moments are Mk ≃
∑k

b=1 Skbt
b, which gives the result. □

Summarizing, we have nice results about SN . In general, however, and in particular
for ON , UN and S+

N , O
+
N , U

+
N , there is no simple trick as for SN , and we must use general

integration methods, from [15], [42]. We have here the following formula:

Theorem 2.42. For an easy quantum group G ⊂u U+
N , coming from a category of

partitions D = (D(k, l)), we have the Weingarten integration formula∫
G

ui1j1 . . . uikjk =
∑

π,σ∈D(k)

δπ(i)δσ(j)WkN(π, σ)

where D(k) = D(∅, k), δ are usual Kronecker symbols, and WkN = G−1
kN , with

GkN(π, σ) = N |π∨σ|

where |.| is the number of blocks.

Proof. This follows from the general Weingarten formula from Theorem 2.4. Indeed,
in the easy case we can take Dk = D(k, k), and the Kronecker symbols are given by:

δξπ(i) =< ξπ, ei1 ⊗ . . .⊗ eik >= δπ(i1, . . . , ik)

The Gram matrix being as well the correct one, we obtain the result. See [15]. □

With the above formula in hand, we can go back to the question of computing the
laws of truncated characters. First, we have the following moment formula, from [15]:

Proposition 2.43. The moments of truncated characters are given by the formula∫
G

(u11 + . . .+ uss)
k = Tr(WkNGks)

where GkN and WkN = G−1
kN are the associated Gram and Weingarten matrices.
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Proof. We have indeed the following computation:∫
G

(u11 + . . .+ uss)
k =

s∑
i1=1

. . .

s∑
ik=1

∫
ui1i1 . . . uikik

=
∑

π,σ∈D(k)

WkN(π, σ)
s∑

i1=1

. . .

s∑
ik=1

δπ(i)δσ(i)

=
∑

π,σ∈D(k)

WkN(π, σ)Gks(σ, π)

= Tr(WkNGks)

Thus, we have obtained the formula in the statement. □

In order to process now the above formula, things are quite technical, and won’t work
well in general. We must impose here a uniformity condition, as follows:

Theorem 2.44. For an easy quantum group G = (GN), coming from a category of
partitions D ⊂ P , the following conditions are equivalent:

(1) GN−1 = GN ∩ U+
N−1, via the embedding U+

N−1 ⊂ U+
N given by u→ diag(u, 1).

(2) GN−1 = GN ∩ U+
N−1, via the N possible diagonal embeddings U+

N−1 ⊂ U+
N .

(3) D is stable under the operation which consists in removing blocks.

If these conditions are satisfied, we say that G = (GN) is uniform.

Proof. This is something very standard, the idea being as follows:

(1) ⇐⇒ (2) This equivalence is elementary, coming from the inclusion SN ⊂ GN ,
which makes everything SN -invariant.

(1) ⇐⇒ (3) Given a closed subgroup K ⊂ U+
N−1, with fundamental corepresentation

u, consider the following N ×N matrix:

v =

(
u 0
0 1

)
Then for any π ∈ P (k) a standard computation shows that we have:

ξπ ∈ Fix(v⊗k) ⇐⇒ ξπ′ ∈ Fix(v⊗k′), ∀π′ ∈ P (k′), π′ ⊂ π

Now with this in hand, the result follows from Tannakian duality. □

By getting back now to the truncated characters, we have the following result:

Theorem 2.45. For a uniform easy quantum group G = (GN), we have the formula

lim
N→∞

∫
GN

χkt =
∑

π∈D(k)

t|π|

with D ⊂ P being the associated category of partitions.
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Proof. In the uniform case the Gram matrix, and so the Weingarten matrix too, are
asymptotically diagonal, so the asymptotic moments are given by:∫

GN

χkt = Tr(WkNGk[tN ]) ≃
∑

π∈D(k)

N−|π|[tN ]|π| ≃
∑

π∈D(k)

t|π|

Thus, we are led to the conclusion in the statement. See [15], [25]. □

We can now improve our quantum group results, as follows:

Theorem 2.46. The asymptotic laws of truncated characters for the quantum groups

S+
N

// O+
N

// U+
N

SN //

OO

ON
//

OO

UN

OO

are precisely the main limiting laws in classical and free probability, namely:

πt γt Γt

pt gt Gt

Proof. This follows indeed from easiness, Theorem 2.34 and Theorem 2.45. □

2e. Exercises

Generally speaking, as a best complement to the above material, we recommend some
probability reading. Here is a first exercise, in relation with the above:

Exercise 2.47. Work out all details for the classical and free CLT, CCLT, PLT.

Here the tools were discussed in the above, and left to do are some computations.

Exercise 2.48. Prove that SN is easy, directly.

To be more precise, our proof for SN was based on the fact that S+
N is easy. The

problem is that of finding a direct proof, with no reference to quantum groups.

Exercise 2.49. Try finding Gram determinant formulae for the groups ON , UN and
for the quantum groups S+

N , O
+
N , U

+
N , complementing the Lindstöm formula for SN .

This is actually a quite difficult exercise, but we will be back to this.



CHAPTER 3

Representation theory

3a. Rotation groups

We have seen that the inclusion SN ⊂ S+
N , and its companion inclusions ON ⊂ O+

N

and UN ⊂ U+
N , are all liberations in the sense of easy quantum group theory, and that

some representation theory consequences, in the N →∞ limit, can be derived from this.
We discuss here the case where N ∈ N is fixed, which is more technical.

Let us first study the representations of O+
N . We know that in the N → ∞ limit we

have χ ∼ γ1, and as a first question, we would like to know how the irreducible repre-
sentations of a “formal quantum group” should look like, when subject to the condition
χ ∼ γ1. And fortunately, the answer here is very simple, coming from SU2:

Theorem 3.1. The group SU2 is as follows:

(1) The main character is real, its odd moments vanish, and its even moments are
the Catalan numbers: ∫

SU2

χ2k = Ck

(2) This main character follows the Wigner semicircle law, χ ∼ γ1.
(3) The irreducible representations can be labelled by positive integers, rk with k ∈ N,

and the fusion rules for these representations are:

rk ⊗ rl = r|k−l| + r|k−l|+2 + . . .+ rk+l

(4) The dimensions of these representations are dim rk = k + 1.

Proof. There are many possible proofs here, the idea being as follows:

(1,2) These statements are equivalent, and in order to prove them, a simple argument
is by using the well-known isomorphism SU2 ≃ S3

R, coming from:

SU2 =

{(
x+ iy z + it
−z + it x− iy

) ∣∣∣x2 + y2 + z2 + t2 = 1

}
Indeed, in this picture the moments of χ = 2x can be computed via spherical coordi-

nates and some calculus, and follow to be the Catalan numbers:

Ck =
1

k + 1

(
2k

k

)
57
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As for the formula χ ∼ γ1, this follows from this, and is geometrically clear as well.

(3,4) Our claim is that we can construct, by recurrence on k ∈ N, a sequence rk of
irreducible, self-adjoint and distinct representations of SU2, satisfying:

r0 = 1 , r1 = u , rk−1 ⊗ r1 = rk−2 + rk

Indeed, assume that r0, . . . , rk−1 are constructed, and let us construct rk. We have:

rk−2 ⊗ r1 = rk−3 + rk−1

Thus rk−1 ⊂ rk−2 ⊗ r1, and since rk−2 is irreducible, by Frobenius we have:

rk−2 ⊂ rk−1 ⊗ r1
We conclude there exists a certain representation rk such that:

rk−1 ⊗ r1 = rk−2 + rk

By recurrence, rk is self-adjoint. Now observe that according to our recurrence formula,
we can split u⊗k as a sum of the following type, with positive coefficients:

u⊗k = ckrk + ck−2rk−2 + ck−4rk−4 + . . .

We conclude by Peter-Weyl that we have an inequality as follows, with equality pre-
cisely when rk is irreducible, and non-equivalent to the other summands ri:∑

i

c2i ≤ dim(End(u⊗k))

But by (1) the number on the right is Ck, and some straightforward combinatorics,
based on the fusion rules, shows that the number on the left is Ck as well. Thus:

Ck =
∑
i

c2i ≤ dim(End(u⊗k)) =

∫
SU2

χ2k = Ck

We conclude that we have equality in our estimate, so our representation rk is ir-
reducible, and non-equivalent to rk−2, rk−4, . . . Moreover, this representation rk is not
equivalent to rk−1, rk−3, . . . either, with this coming from rp ⊂ u⊗p, and from:

dim(Fix(u⊗2s+1)) =

∫
SU2

χ2s+1 = 0

Thus, we have proved our claim. Now since each irreducible representation of SU2

must appear in some tensor power u⊗k, and we know how to decompose each u⊗k into
sums of representations rk, these representations rk are all the irreducible representations
of SU2, and we are done with (3). As for the formula in (4), this is clear. □

There are of course many other proofs for the above result, which are all instructive,
and we recommend here any good book on geometry and physics. In what concerns us,
the above will do, and we will be back to this later, with some further comments.
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Getting back now to O+
N , we know that in the N → ∞ limit we have χ ∼ γ1, so

by the above when formally setting N = ∞, the fusion rules are the same as for SU2.
Miraculously, however, this happens in fact at any N ≥ 2, the result being as follows:

Theorem 3.2. The quantum groups O+
N with N ≥ 2 are as follows:

(1) The odd moments of the main character vanish, and the even moments are:∫
O+

N

χ2k = Ck

(2) This main character follows the Wigner semicircle law, χ ∼ γ1.
(3) The fusion rules for irreducible representations are as for SU2, namely:

rk ⊗ rl = r|k−l| + r|k−l|+2 + . . .+ rk+l

(4) We have dim rk = (qk+1 − q−k−1)/(q − q−1), with q + q−1 = N .

Proof. The idea is to skilfully recycle the proof of Theorem 3.1, as follows:

(1,2) These assertions are equivalent, and since we cannot prove them directly, we will
simply say that these follow from the combinatorics in (3) below.

(3,4) As before, our claim is that we can construct, by recurrence on k ∈ N, a sequence
r0, r1, r2, . . . of irreducible, self-adjoint and distinct representations of O+

N , satisfying:

r0 = 1 , r1 = u , rk−1 ⊗ r1 = rk−2 + rk

In order to do so, we can use as before rk−2⊗ r1 = rk−3 + rk−1 and Frobenius, and we
conclude there exists a certain representation rk such that:

rk−1 ⊗ r1 = rk−2 + rk

As a first observation, rk is self-adjoint, because its character is a certain polynomial
with integer coefficients in χ, which is self-adjoint. In order to prove now that rk is
irreducible, and non-equivalent to r0, . . . , rk−1, let us split as before u

⊗k, as follows:

u⊗k = ckrk + ck−2rk−2 + ck−4rk−4 + . . .

The point now is that we have the following equalities and inequalities:

Ck =
∑
i

c2i ≤ dim(End(u⊗k)) ≤ |NC2(k, k)| = Ck

Indeed, the equality at left is clear as before, then comes a standard inequality, then
an inequality coming from easiness, then a standard equality. Thus, we have equality,
so rk is irreducible, and non-equivalent to rk−2, rk−4, . . . Moreover, rk is not equivalent to
rk−1, rk−3, . . . either, by using the same argument as for SU2, and the end of the proof of
(3) is exactly as for SU2. As for (4), by recurrence we obtain, with q + q−1 = N :

dim rk = qk + qk−2 + . . .+ q−k+2 + q−k

But this gives the dimension formula in the statement, and we are done. □
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The above result raises several interesting questions. For instance we would like to
know if Theorem 3.1 can be unified with Theorem 3.2. Also, combinatorially speaking,
we would like to have a better understanding of the “miracle” making Theorem 3.2 hold
at any N ≥ 2, instead of N =∞ only. These questions will be answered in due time.

Regarding now the quantum group U+
N , a similar result holds here, which is also

elementary, using only algebraic techniques, based on easiness. Let us start with:

Theorem 3.3. We have isomorphisms as follows,

U+
N = Õ+

N , PO+
N = PU+

N

modulo the usual equivalence relation for compact quantum groups.

Proof. The above isomorphisms both come from easiness, as follows:

(1) We have embeddings as follows, with the first one coming by using the counit, and
with the second one coming from the universality property of U+

N :

O+
N ⊂ Õ+

N ⊂ U+
N

We must prove that the embedding on the right is an isomorphism. In order to do so,
let us denote by v, zv, u the fundamental representations of the above quantum groups.
At the level of the associated Hom spaces we obtain reverse inclusions, as follows:

Hom(v⊗k, v⊗l) ⊃ Hom((zv)⊗k, (zv)⊗l) ⊃ Hom(u⊗k, u⊗l)

But the spaces on the left and on the right are known from chapter 2, the easiness
result there stating that these are as follows:

span
(
Tπ

∣∣∣π ∈ NC2(k, l)
)
⊃ span

(
Tπ

∣∣∣π ∈ NC2(k, l))
Regarding the spaces in the middle, these are obtained from those on the left by

coloring, and we obtain the same spaces as those on the right. Thus, by Tannakian duality,

our embedding Õ+
N ⊂ U+

N is an isomorphism, modulo the usual equivalence relation.

(2) Regarding now the projective versions, the result here follows from:

PU+
N = PÕ+

N = PO+
N

Alternatively, with the notations in the proof of (1), we have:

Hom
(
(v ⊗ v)k, (v ⊗ v)l

)
= span

(
Tπ

∣∣∣π ∈ NC2((◦•)k, (◦•)l)
)

Hom
(
(u⊗ ū)k, (u⊗ ū)l

)
= span

(
Tπ

∣∣∣π ∈ NC2((◦•)k, (◦•)l))
The sets on the right being equal, we conclude that the inclusion PO+

N ⊂ PU+
N pre-

serves the corresponding Tannakian categories, and so must be an isomorphism. □

Getting now to the representations of U+
N , the result here is as follows:
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Theorem 3.4. The quantum groups U+
N with N ≥ 2 are as follows:

(1) The moments of the main character count the matching pairings:∫
U+
N

χk = |NC2(k)|

(2) The main character follows the Voiculescu circular law of parameter 1:

χ ∼ Γ1

(3) The irreducible representations are indexed by N ∗ N, with as fusion rules:

rk ⊗ rl =
∑

k=xy,l=ȳz

rxz

(4) The corresponding dimensions dim rk can be computed by recurrence.

Proof. There are several proofs here, the idea being as follows:

(1) The original proof, explained for instance in [4], is by construcing the representa-
tions rk by recurrence, exactly as in the proof of Theorem 3.2, and then arguing, also as
there, that the combinatorics found proves the first two assertions as well. In short, what
we have is a “complex remake” of Theorem 3.2, which can be proved in a similar way.

(2) An alternative argument, discussed as well in [4], is by using Theorem 3.3. Indeed,

the fusion rules for U+
N = Õ+

N can be computed by using those of O+
N , and we end up

with the above “free complexification” of the Clebsch-Gordan rules. As for the first two

assertions, these follow too from U+
N = Õ+

N , via standard free probability. □

As a conclusion, our results regarding O+
N , U

+
N show that the N → ∞ convergence

of the law of the main character to γ1,Γ1, known since chapter 2, is in fact stationary,
starting with N = 2. And this is quite a miracle, for instance because for ON , UN , some
elementary computations show that the same N → ∞ convergence, this time to the
normal laws g1, G1, is far from being stationary. Thus, it is tempting to formulate:

Conclusion 3.5. The free world is simpler than the classical world.

And please don’t get me wrong, especially if you’re new to the subject, having struggled
with the free material explained so far in this book. What I’m saying here is that, once
you’re reasonably advanced, and familiar with freeness, and so you will be soon, a second
look at what has been said so far in this book can only lead to the above conclusion.

More on this later, in connection with permutations and quantum permutations too.
Finally, as an extra piece of evidence, we have the isomorphism PO+

N = PU+
N from

Theorem 3.3, which is something quite intruiguing too, suggesting that the “free projective
geometry is scalarless”. We will be back to this later, with the answer that yes, free
projective geometry is indeed scalarless, simpler than classical projective geometry.
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3b. Clebsch-Gordan rules

We discuss now the representation theory of S+
N at N ≥ 4. Let us begin our study

exactly as for O+
N . We know that in the N → ∞ limit we have χ ∼ π1, and as a

first question, we would like to know how the irreducible representations of a “formal
quantum group” should look like, when subject to the condition χ ∼ π1. And fortunately,
the answer here is very simple, involving this time the group SO3:

Theorem 3.6. The group SO3 is as follows:

(1) The moments of the main character are the Catalan numbers:∫
SO3

χk = Ck

(2) The main character follows the Marchenko-Pastur law of parameter 1:

χ ∼ π1

(3) The fusion rules for irreducible representations are as follows:

rk ⊗ rl = r|k−l| + r|k−l|+1 + . . .+ rk+l

(4) The dimensions of these representations are dim rk = 2k − 1.

Proof. As before with SU2, there are many possible proofs here, which are all in-
structive. Here is our take on the subject, in the spirit of our proof for SU2:

(1,2) These statements are equivalent, and in order to prove them, a simple argument
is by using the SU2 result, and the double cover map SU2 → SO3. Indeed, let us recall
from the proof for SU2 that we have an isomorphism SU2 ≃ S3

R, coming from:

SU2 =

{(
x+ iy z + it
−z + it x− iy

) ∣∣∣x2 + y2 + z2 + t2 = 1

}
The point now is that we have a double cover map SU2 → SO3, which gives the

following formula for the generic elements of SO3, called Euler-Rodrigues formula:

U =

x2 + y2 − z2 − t2 2(yz − xt) 2(xz + yt)
2(xt+ yz) x2 + z2 − y2 − t2 2(zt− xy)
2(yt− xz) 2(xy + zt) x2 + t2 − y2 − z2


It follows that the main character of SO3 is given by the following formula:

χ(U) = Tr(U) + 1

= 3x2 − y2 − z2 − t2 + 1

= 4x2

On the other hand, we know from Theorem 3.1 and its proof that 2x ∼ γ1. Now since
we have f ∼ γ1 =⇒ f 2 ∼ π1, we obtain χ ∼ π1, as desired.
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(3,4) Our claim is that we can construct, by recurrence on k ∈ N, a sequence rk of
irreducible, self-adjoint and distinct representations of SO3, satisfying:

r0 = 1 , r1 = u− 1 , rk−1 ⊗ r1 = rk−2 + rk−1 + rk

Indeed, assume that r0, . . . , rk−1 are constructed, and let us construct rk. The Frobe-
nius trick from the proof for SU2 will no longer work, as you can verify yourself, so we
have to invoke (1). To be more precise, by integrating characters we obtain:

rk−1, rk−2 ⊂ rk−1 ⊗ r1
Thus, there exists a representation rk such that:

rk−1 ⊗ r1 = rk−2 + rk−1 + rk

Once again by integrating characters, we conclude that rk is irreducible, and non-
equivalent to r1, . . . , rk−1, and this proves our claim. Also, since any irreducible repre-
sentation of SO3 must appear in some tensor power of u, and we can decompose each
u⊗k into sums of representations rp, we conclude that these representations rp are all the
irreducible representations of SO3. Finally, the dimension formula is clear. □

Based on the above result, and on what we know about the relation between SU2 and
the quantum groups O+

N at N ≥ 2, we can safely conjecture that the fusion rules for S+
N

at N ≥ 4 should be the same as for SO3. However, a careful inspection of the proof of
Theorem 3.6 shows that, when trying to extend it to S+

4 , a bit in the same way as the
proof of Theorem 3.1 was extended to O+

N , we run into a serious problem, namely:

Problem 3.7. Regarding S+
N with N ≥ 4, we can’t get away with the estimate∫

S+
N

χk ≤ Ck

because the Frobenius trick won’t work. We need equality in this estimate.

To be more precise, the above estimate comes from easiness, and we have seen that
for O+

N with N ≥ 2, a similar easiness estimate, when coupled with the Frobenius trick,
does the job. However, the proof of Theorem 3.6 makes it clear that no Frobenius trick
is available, and so we need equality in the above estimate, as indicated.

So, how to prove the equality? The original argument, from [1], is something quick
and advanced, saying that modulo some standard identifications, we are in need of the
fact that the trace on the Temperley-Lieb algebra TLN(k) = span(NC2(k, k)) is faithful
at index values N ≥ 4, and with this being true by the results of Jones in [59]. However,
while very quick, this remains something advanced, because the paper [59] itself is based
on a good deal of von Neumann algebra theory, covering a whole book or so. And so, we
don’t want to get into this, at least at this stage of our presentation.



64 3. REPRESENTATION THEORY

In short, we are a bit in trouble. But no worries, there should be a pedestrian way
of solving our problem, because that is how reasonable mathematics is made, always
available to pedestrians. Here is an idea for a solution, which is a no-brainer:

Solution 3.8. We can get the needed equality at N ≥ 4, namely∫
S+
N

χk = Ck

by proving that the vectors {ξπ|π ∈ NC(k)} are linearly independent.

Indeed, this is something coming from easiness, and since this problem does not look
that scary, let us try to solve it. As a starting point for our study, we have:

Proposition 3.9. The following are linearly independent, at any N ≥ 2:

(1) The linear maps
{
Tπ
∣∣π ∈ NC2(k, l)

}
, with k + l ∈ 2N.

(2) The vectors
{
ξπ
∣∣π ∈ NC2(2k)

}
, with k ∈ N.

(3) The linear maps
{
Tπ
∣∣π ∈ NC2(k, k)

}
, with k ∈ N.

Proof. All this follows from the dimension equalities established in the proof of
Theorem 3.2, because in all cases, the number of partitions is a Catalan number. □

In order to pass now to quantum permutations, we can use the following trick:

Proposition 3.10. We have a bijection NC(k) ≃ NC2(2k), constructed by fattening
and shrinking, as follows:

(1) The application NC(k)→ NC2(2k) is the “fattening” one, obtained by doubling
all the legs, and doubling all the strings too.

(2) Its inverse NC2(2k) → NC(k) is the “shrinking” application, obtained by col-
lapsing pairs of consecutive neighbors.

Proof. The fact that the above two operations are indeed inverse to each other is
clear, by drawing pictures, and computing the corresponding compositions. □

At the level of the associated Gram matrices, the result is as follows:

Proposition 3.11. The Gram matrices of NC2(2k) ≃ NC(k) are related by

G2k,n(π, σ) = nk(∆−1
knGk,n2∆−1

kn )(π
′, σ′)

where π → π′ is the shrinking operation, and ∆kn is the diagonal of Gkn.

Proof. In the context of the bijection from Proposition 3.10, we have:

|π ∨ σ| = k + 2|π′ ∨ σ′| − |π′| − |σ′|
We therefore have the following formula, valid for any n ∈ N:

n|π∨σ| = nk+2|π′∨σ′|−|π′|−|σ′|

Thus, we are led to the formula in the statement. □
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We can now formulate a “projective” version of Proposition 3.9, as follows:

Proposition 3.12. The following are linearly independent, for N = n2 with n ≥ 2:

(1) The linear maps
{
Tπ
∣∣π ∈ NC(k, l)}, with k, l ∈ 2N.

(2) The vectors
{
ξπ
∣∣π ∈ NC(k)}, with k ∈ N.

(3) The linear maps
{
Tπ
∣∣π ∈ NC(k, k)}, with k ∈ N.

Proof. This follows from the various linear independence results from Proposition
3.9, by using the Gram matrix formula from Proposition 3.11, along with the well-known
fact that vectors are linearly independent when their Gram matrix is invertible. □

Good news, we can now discuss S+
N with N = n2, n ≥ 2, as follows:

Theorem 3.13. The quantum groups S+
N with N = n2, n ≥ 2 are as follows:

(1) The moments of the main character are the Catalan numbers:∫
S+
N

χk = Ck

(2) The main character follows the Marchenko-Pastur law, χ ∼ π1.
(3) The fusion rules for irreducible representations are as for SO3, namely:

rk ⊗ rl = r|k−l| + r|k−l|+1 + . . .+ rk+l

(4) We have dim rk = (qk+1 − q−k)/(q − 1), with q + q−1 = N − 2.

Proof. This is quite similar to the proof of Theorem 3.2, by using the linear inde-
pendence result from Proposition 3.12 as main ingredient, as follows:

(1) We have the following computation, using Peter-Weyl, then the easiness property
of S+

N , then Proposition 3.12 (2), then Proposition 3.10, and the definition of Ck:∫
S+
N

χk = |NC(k)| = |NC2(2k)| = Ck

(2) This is a reformulation of (1), using standard free probability theory.

(3) This is identical to the proof of Theorem 3.6 (3), based on (1).

(4) Finally, the dimension formula is clear by recurrence. □

All this is very nice, and although there is still some work, in order to reach to results
for S+

N at any N ≥ 4, let us just enjoy what we have. As a consequence, we have:

Theorem 3.14. The free quantum groups are as follows:

(1) U+
N is not coamenable at N ≥ 2.

(2) O+
N is coamenable at N = 2, and not coamenable at N ≥ 3.

(3) S+
N is coamenable at N ≤ 4, and not coamenable at N ≥ 5.
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Proof. The various non-coamenability assertions are all clear, due to various exam-

ples of non-coamenable group dual subgroups Γ̂ ⊂ G, coming from the theory in chapter
1. As for the amenability assertions, regarding O+

2 and S+
4 , these come from Theorem 3.2

and Theorem 3.13, which show that the support of the spectral measure of χ is:

supp(γ1) = [−2, 2] , supp(π1) = [0, 4]

Thus the Kesten criterion from chapter 1, telling us that G ⊂ O+
N is coamenable

precisely when N ∈ supp(law(χ)), applies in both cases, and gives the result. □

3c. Meander determinants

Let us discuss now the extension of Theorem 3.13, to all the quantum groups S+
N with

N ≥ 4. For this purpose we need an extension of the linear independence results from
Proposition 3.12. This is something non-trivial, and the first thought goes to:

Speculation 3.15. There should be a theory of deformed compact quantum groups,
alowing us to talk about O+

n with n ∈ [2,∞), having the same fusion rules as SU2, and
therefore solving via partition shrinking our S+

N problems at any N ≥ 4.

This speculation is legit, and in what concerns the first part, generalities, that theory
is indeed available, from the Woronowicz papers [98], [99]. Is it also possible to talk
about deformations of O+

N in this setting, as explained in Wang’s paper [95], with the new
parameter n ∈ [2,∞) being of course not the dimension of the fundamental representation,
but rather its “quantum dimension”. And with this understood, all the rest is quite
standard, and worked out in the quantum group literature. We refer to [4] for more
about this, but we will not follow this path, which is too complicated.

As a second speculation now, which is something complicated too, but is far more
conceptual, we have the idea, already mentioned before, of getting what we want via the
trace on the Temperley-Lieb algebra TLN(k) = span(NC2(k, k)). We will not follow this
path either, which is quite complicated too, but here is how this method works:

Theorem 3.16. Consider the Temperley-Lieb algebra of index N ≥ 4, defined as

TLN(k) = span(NC2(k, k))

with product given by the rule ⃝ = N , when concatenating.

(1) We have a representation i : TLN(k)→ B((CN)⊗k), given by π → Tπ.
(2) Tr(Tπ) = N loops(<π>), where π →< π > is the closing operation.
(3) The linear form τ = Tr ◦ i : TLN(k)→ C is a faithful positive trace.
(4) The representation i : TLN(k)→ B((CN)⊗k) is faithful.

In particular, the vectors {ξπ|π ∈ NC(k)} ⊂ (CN)⊗k are linearly independent.
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Proof. All this is quite standard, but advanced, the idea being as follows:

(1) This is clear from the categorical properties of π → Tπ.

(2) This follows indeed from the following computation:

Tr(Tπ) =
∑
i1...ik

δπ

(
i1 . . . ik
i1 . . . ik

)
= #

{
i1, . . . , ik ∈ {1, . . . , N}

∣∣∣ ker(i1 . . . ik
i1 . . . ik

)
≥ π

}
= N loops(<π>)

(3) The traciality of τ is clear from definitions. Regarding now the faithfulness, this
is something well-known, and we refer here to Jones’ paper [59].

(4) This follows from (3) above, via a standard positivity argument. As for the last
assertion, this follows from (4), by fattening the partitions. □

We will be back to this later, when talking subfactors and planar algebras, with a closer
look into Jones’ paper [59]. In the meantime, however, Speculation 3.15 and Theorem
3.16 will not do, being too advanced, so we have to come up with something else, more
pedestrian. And this can only be the computation of the Gram determinant.

We already know, from chapter 2, that for the group SN the formula of the corre-
sponding Gram matrix determinant, due to Lindstöm [67], is as follows:

Theorem 3.17. The determinant of the Gram matrix of SN is given by

det(GkN) =
∏

π∈P (k)

N !

(N − |π|)!

with the convention that in the case N < k we obtain 0.

Proof. This is something that we know from chapter 2, the idea being that GkN

decomposes as a product of an upper triangular and lower triangular matrix. □

Although we will not need this here, let us discuss as well, for the sake of complet-
ness, the case of the orthogonal group ON . Here the combinatorics is that of the Young
diagrams. We denote by |.| the number of boxes, and we use quantity fλ, which gives the
number of standard Young tableaux of shape λ. The result is then as follows:

Theorem 3.18. The determinant of the Gram matrix of ON is given by

det(GkN) =
∏

|λ|=k/2

fN(λ)
f2λ

where the quantities on the right are fN(λ) =
∏

(i,j)∈λ(N + 2j − i− 1).
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Proof. This follows from the results of Zinn-Justin in [100]. Indeed, it is known
from there that the Gram matrix is diagonalizable, as follows:

GkN =
∑

|λ|=k/2

fN(λ)P2λ

Here 1 =
∑
P2λ is the standard partition of unity associated to the Young diagrams

having k/2 boxes, and the coefficients fN(λ) are those in the statement. Now since we
have Tr(P2λ) = f 2λ, this gives the result. See [18], [100]. □

For the free orthogonal and symmetric groups, the results, by Di Francesco [49], are
substantially more complicated. Let us begin with some examples. We first have:

Proposition 3.19. The first Gram matrices and determinants for O+
N are

det

(
N2 N
N N2

)
= N2(N2 − 1)

det


N3 N2 N2 N2 N
N2 N3 N N N2

N2 N N3 N N2

N2 N N N3 N2

N N2 N2 N2 N3

 = N5(N2 − 1)4(N2 − 2)

with the matrices being written by using the lexicographic order on NC2(2k).

Proof. The formula at k = 2, where NC2(4) = {⊓⊓,
⋂
∩ }, is clear. At k = 3 however,

things are tricky. We have NC(3) = {|||,⊓|,⊓| , |⊓,⊓⊓}, and the corresponding Gram
matrix and its determinant are, according to Theorem 3.17:

det


N3 N2 N2 N2 N
N2 N2 N N N
N2 N N2 N N
N2 N N N2 N
N N N N N

 = N5(N − 1)4(N − 2)

By using Proposition 3.11, the Gram determinant of NC2(6) is given by:

det(G6N) =
1

N2
√
N
×N10(N2 − 1)4(N2 − 2)× 1

N2
√
N

= N5(N2 − 1)4(N2 − 2)

Thus, we have obtained the formula in the statement. □

In general, such tricks won’t work, because NC(k) is strictly smaller than P (k) at
k ≥ 4. However, following Di Francesco [49], we have the following result:
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Theorem 3.20. The determinant of the Gram matrix for O+
N is given by

det(GkN) =

[k/2]∏
r=1

Pr(N)dk/2,r

where Pr are the Chebycheff polynomials, given by

P0 = 1 , P1 = X , Pr+1 = XPr − Pr−1

and dkr = fkr − fk,r+1, with fkr being the following numbers, depending on k, r ∈ Z,

fkr =

(
2k

k − r

)
−
(

2k

k − r − 1

)
with the convention fkr = 0 for k /∈ Z.

Proof. This is something quite technical, obtained by using a decomposition as fol-
lows of the Gram matrix GkN , with the matrix TkN being lower triangular:

GkN = TkNT
t
kN

Thus, a bit as in the proof of the Lindstöm formula, we obtain the result, but the
problem lies however in the construction of TkN , which is non-trivial. See [49]. □

We refer to [18] for further details regarding the above result, including a short proof,
based on the bipartite planar algebra combinatorics developed by Jones in [62]. Let us
also mention that the Chebycheff polynomials have something to do with all this due to
the fact that these are the orthogonal polynomials for the Wigner law. See [18].

Moving ahead now, regarding S+
N , we have here the following formula, which is quite

similar, obtained via shrinking, also from Di Francesco [49]:

Theorem 3.21. The determinant of the Gram matrix for S+
N is given by

det(GkN) = (
√
N)ak

k∏
r=1

Pr(
√
N)dkr

where Pr are the Chebycheff polynomials, given by

P0 = 1 , P1 = X , Pr+1 = XPr − Pr−1

and dkr = fkr − fk,r+1, with fkr being the following numbers, depending on k, r ∈ Z,

fkr =

(
2k

k − r

)
−
(

2k

k − r − 1

)
with the convention fkr = 0 for k /∈ Z, and where ak =

∑
π∈P(k)(2|π| − k).

Proof. This follows indeed from Theorem 3.20, by using Proposition 3.11. □
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Getting back now to our quantum permutation group questions, by using the above
results we can produce a key technical ingredient, as follows:

Proposition 3.22. The following are linearly independent, for any N ≥ 4:

(1) The linear maps
{
Tπ
∣∣π ∈ NC(k, l)}, with k, l ∈ 2N.

(2) The vectors
{
ξπ
∣∣π ∈ NC(k)}, with k ∈ N.

(3) The linear maps
{
Tπ
∣∣π ∈ NC(k, k)}, with k ∈ N.

Proof. The statement is identical to Proposition 3.12, with the assumption N = n2

lifted. As for the proof, this comes from the formula in Theorem 3.21. □

With this in hand, we have the following extension of Theorem 3.13:

Theorem 3.23. The quantum groups S+
N with N ≥ 4 are as follows:

(1) The moments of the main character are the Catalan numbers:∫
S+
N

χk = Ck

(2) The main character follows the Marchenko-Pastur law, χ ∼ π1.
(3) The fusion rules for irreducible representations are as for SO3, namely:

rk ⊗ rl = r|k−l| + r|k−l|+1 + . . .+ rk+l

(4) We have dim rk = (qk+1 − q−k)/(q − 1), with q + q−1 = N − 2.

Proof. This is identical to the proof of Theorem 3.13, by using this time the linear
independence result from Proposition 3.22 as technical ingredient. □

So long for representations of S+
N . All the above might seem quite complicated, but

we repeat, up to some standard algebra, everything comes down to Proposition 3.22. And
with some solid modern mathematical knowledge, be that operator algebras a la Jones, or
deformed quantum groups a la Woronowicz, or meander determinants a la Di Francesco,
the result there is in fact trivial. You can check here [1], [15], both short papers.

In what concerns us, we will be back to the similarity between S+
N and SO3 on several

occasions, with a number of further results on the subject, refining Theorem 3.23.

3d. Planar algebras

In the remainder of this chapter we keep developing some useful theory for U+
N , O

+
N , S

+
N .

We will present among others a result from [3], refining the Tannakian duality for the
quantum permutation groups G ⊂ S+

N , stating that these quantum groups are in corre-
spondence with the subalgebras of Jones’ spin planar algebra P ⊂ SN .
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In order to get started, we need a lot of preliminaries, the lineup being von Neumann
algebras, II1 factors, subfactors, and finally planar algebras. We already met von Neumann
algebras, in chapter 1. The advanced general theory regarding them is as follows:

Theorem 3.24. The von Neumann algebras A ⊂ B(H) are as follows:

(1) Any such algebra decomposes as A =
∫
X
Axdx, with X being the spectrum of the

center, Z(A) = L∞(X), and with the fibers Ax being factors, Z(Ax) = C.
(2) The factors can be fully classified in terms of II1 factors, which are those factors

satisfying dimA =∞, and having a faithful trace tr : A→ C.
(3) The II1 factors enjoy the “continuous dimension geometry” property, in the sense

that the traces of their projections can take any values in [0, 1].
(4) Among the II1 factors, the smallest one is the Murray-von Neumann hyperfinite

factor R, obtained as an inductive limit of matrix algebras.

Proof. This is something heavy, the idea being as follows:

(1) This is von Neumann’s reduction theory theorem, which follows in finite dimensions
from A =Mn1(C)⊕ . . .⊕Mnk

(C), and whose proof in general is quite technical.

(2) This comes from results of Murray-von Neumann and Connes, the idea being that
the other factors can be basically obtained via crossed product constructions.

(3) This is subtle functional analysis, with the rational traces being relatively easy to
obtain, and with the irrational ones coming from limiting arguments.

(4) Once again, heavy results, by Murray-von Neumann and Connes, the idea being
that any finite dimensional construction always leads to the same factor, called R. □

Let us discuss now subfactor theory, following Jones’ fundamental paper [59]. Jones
looked at the inclusions of II1 factors A ⊂ B, called subfactors, which are quite natural
objects in physics. Given such an inclusion, we can talk about its index:

Definition 3.25. The index of an inclusion of II1 factors A ⊂ B is the quantity

[B : A] = dimAB ∈ [1,∞]

constructed by using the Murray-von Neumann continuous dimension theory.

In order to explain Jones’ result in [59], it is better to relabel our subfactor as A0 ⊂ A1.
We can construct the orthogonal projection e1 : A1 → A0, and set:

A2 =< A1, e1 >

This remarkable procedure, called “basic construction”, can be iterated, and we obtain
in this way a whole tower of II1 factors, as follows:

A0 ⊂e1 A1 ⊂e2 A2 ⊂e3 A3 ⊂ . . . . . .

Quite surprisingly, this construction leads to a link with the Temperley-Lieb algebra
TLN = span(NC2). The results can be summarized as follows:
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Theorem 3.26. Let A0 ⊂ A1 be an inclusion of II1 factors.

(1) The sequence of projections e1, e2, e3, . . . ∈ B(H) produces a representation of the
Temperley-Lieb algebra of index N = [A1, A0], as follows:

TLN ⊂ B(H)

(2) The index N = [A1, A0], which is a Murray-von Neumann continuous quantity
N ∈ [1,∞], must satisfy the following condition:

N ∈
{
4 cos2

(π
n

) ∣∣∣n ∈ N
}
∪ [4,∞]

Proof. This result, from [59], is something tricky, the idea being as follows:

(1) The idea here is that the functional analytic study of the basic construction leads to
the conclusion that the sequence of projections e1, e2, e3, . . . ∈ B(H) behaves algebrically,
when rescaled, exactly as the sequence of diagrams ε1, ε2, ε3, . . . ∈ TLN given by:

ε1 =
∪
∩ , ε2 = | ∪∩ , ε3 = || ∪∩ , . . .

But these diagrams generate TLN , and so we have an embedding TLN ⊂ B(H), where
H is the Hilbert space where our subfactor A0 ⊂ A1 lives, as claimed.

(2) This is something quite surprising, which follows from (1), via some clever positivity
considerations, involving the Perron-Frobenius theorem. In fact, the subfactors having
index N ∈ [1, 4] can be classified by ADE diagrams, and the obstruction N = 4 cos2(π

n
)

comes from the fact that N must be the squared norm of such a graph. □

Quite remarkably, Theorem 3.26 is just the tip of the iceberg. One can prove indeed
that the planar algebra structure of TLN , taken in an intuitive sense, extends to a planar
algebra structure on the sequence of relative commutants Pk = A′

0 ∩ Ak. In order to
discuss this key result, due as well to Jones, from [61], and that we will need too, in
connection with our quantum group problems, let us start with:

Definition 3.27. The planar algebras are defined as follows:

(1) A k-tangle, or k-box, is a rectangle in the plane, with 2k marked points on its
boundary, containing r small boxes, each having 2ki marked points, and with the
2k +

∑
2ki marked points being connected by noncrossing strings.

(2) A planar algebra is a sequence of finite dimensional vector spaces P = (Pk),
together with linear maps Pk1 ⊗ . . .⊗Pkr → Pk, one for each k-box, such that the
gluing of boxes corresponds to the composition of linear maps.

As basic example of a planar algebra, we have the Temperley-Lieb algebra TLN .
Indeed, putting TLN(ki) diagrams into the small r boxes of a k-box clearly produces a
TLN(k) diagram, so we have indeed a planar algebra, of somewhat “trivial” type.

In general, the planar algebras are more complicated than this, and we will be back
later with some explicit examples. However, the idea is very simple, namely that “the
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elements of a planar algebra are not necessarily diagrams, but they behave like diagrams”.
In relation now with subfactors, the result, which extends Theorem 3.26 (1), and which
was found by Jones in [61], almost 20 years after [59], is as follows:

Theorem 3.28. Given a subfactor A0 ⊂ A1, the collection P = (Pk) of linear spaces

Pk = A′
0 ∩ Ak

has a planar algebra structure, extending the planar algebra structure of TLN .

Proof. As a first observation, since e1 : A1 → A0 commutes with A0 we have e1 ∈ P ′
2.

By translation we obtain e1, . . . , ek−1 ∈ Pk for any k, and so:

TLN ⊂ P

The point now is that the planar algebra structure of TLN , obtained by composing
diagrams, can be shown to extend into an abstract planar algebra structure of P . This is
something quite technical, and we will not get into details here. See [61]. □

Getting back to quantum groups, all this machinery is interesting for us. We will need
the construction of the tensor and spin planar algebras TN ,SN . Let us start with:

Definition 3.29. The tensor planar algebra TN is the sequence of vector spaces

Pk =MN(C)⊗k

with the multilinear maps Tπ : Pk1 ⊗ . . .⊗ Pkr → Pk being given by the formula

Tπ(ei1 ⊗ . . .⊗ eir) =
∑
j

δπ(i1, . . . , ir : j)ej

with the Kronecker symbols δπ being 1 if the indices fit, and being 0 otherwise.

In other words, we are using here a construction which is very similar to the construc-
tion π → Tπ that we used for easy quantum groups. We put the indices of the basic
tensors on the marked points of the small boxes, in the obvious way, and the coefficients
of the output tensor are then given by Kronecker symbols, exactly as in the easy case.

The fact that we have indeed a planar algebra, in the sense that the gluing of tangles
corresponds to the composition of linear maps, as required by Definition 3.27, is something
elementary, in the same spirit as the verification of the functoriality properties of the
correspondence π → Tπ, discussed in chapter 2, and we refer here to Jones [61].

Let us discuss now a second planar algebra of the same type, which is important as
well for various reasons, namely the spin planar algebra SN . This planar algebra appears
somehow as the “square root” of the tensor planar algebra TN . Let us start with:
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Definition 3.30. We write the standard basis of (CN)⊗k in 2× k matrix form,

ei1...ik =

(
i1 i1 i2 i2 i3 . . . . . .
ik ik ik−1 . . . . . . . . . . . .

)
by duplicating the indices, and then writing them clockwise, starting from top left.

Now with this convention in hand for the tensors, we can formulate the construction
of the spin planar algebra SN , also from [61], as follows:

Definition 3.31. The spin planar algebra SN is the sequence of vector spaces

Pk = (CN)⊗k

written as above, with the multiplinear maps Tπ : Pk1 ⊗ . . .⊗ Pkr → Pk being given by

Tπ(ei1 ⊗ . . .⊗ eir) =
∑
j

δπ(i1, . . . , ir : j)ej

with the Kronecker symbols δπ being 1 if the indices fit, and being 0 otherwise.

Here are some illustrating examples for the spin planar algebra calculus:

(1) The identity 1k is the (k, k)-tangle having vertical strings only. The solutions of
δ1k(x, y) = 1 being the pairs of the form (x, x), this tangle 1k acts by the identity:

1k

(
j1 . . . jk
i1 . . . ik

)
=

(
j1 . . . jk
i1 . . . ik

)
(2) The multiplication Mk is the (k, k, k)-tangle having 2 input boxes, one on top of

the other, and vertical strings only. It acts in the following way:

Mk

((
j1 . . . jk
i1 . . . ik

)
⊗
(
l1 . . . lk
m1 . . . mk

))
= δj1m1 . . . δjkmk

(
l1 . . . lk
i1 . . . ik

)
(3) The inclusion Ik is the (k, k + 1)-tangle which looks like 1k, but has one more

vertical string, at right of the input box. Given x, the solutions of δIk(x, y) = 1 are the
elements y obtained from x by adding to the right a vector of the form (ll), and so:

Ik

(
j1 . . . jk
i1 . . . ik

)
=
∑
l

(
j1 . . . jk l
i1 . . . ik l

)
(4) The expectation Uk is the (k + 1, k)-tangle which looks like 1k, but has one more

string, connecting the extra 2 input points, both at right of the input box:

Uk

(
j1 . . . jk jk+1

i1 . . . ik ik+1

)
= δik+1jk+1

(
j1 . . . jk
i1 . . . ik

)
(5) The Jones projection Ek is a (0, k + 2)-tangle, having no input box. There are

k vertical strings joining the first k upper points to the first k lower points, counting
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from left to right. The remaining upper 2 points are connected by a semicircle, and the
remaining lower 2 points are also connected by a semicircle. We have:

Ek(1) =
∑
ijl

(
i1 . . . ik j j
i1 . . . ik l l

)
The elements ek = N−1Ek(1) are then projections, and define a representation of the

infinite Temperley-Lieb algebra of index N inside the inductive limit algebra SN .
(6) The rotation Rk is the (k, k)-tangle which looks like 1k, but the first 2 input points

are connected to the last 2 output points, and the same happens at right:

Rk =
⋒ | | | ||
|| ||
|| | | | ⋓

The action of Rk on the standard basis is by rotation of the indices, as follows:

Rk(ei1i2...ik) = ei2...iki1

There are many other interesting examples of k-tangles, but in view of our present
purposes, we can actually stop here, due to the following fact:

Theorem 3.32. The multiplications, inclusions, expectations, Jones projections and
rotations generate the set of all tangles, via the gluing operation.

Proof. This is something well-known and elementary, obtained by “chopping” the
various planar tangles into small pieces, as in the above list. See [61]. □

Finally, in order for our discussion to be complete, we must talk as well about the
∗-structure of the spin planar algebra. Once again this is constructed as in the easy
quantum group calculus, by turning upside-down the diagrams, as follows:(

j1 . . . jk
i1 . . . ik

)∗

=

(
i1 . . . ik
j1 . . . jk

)
Getting back now to quantum groups, following [3], we have the following result:

Theorem 3.33. Given G ⊂ S+
N , consider the tensor powers of the associated coaction

map on C(X), where X = {1, . . . , N}, which are the folowing linear maps:

Φk : C(Xk)→ C(Xk)⊗ C(G)

ei1...ik →
∑
j1...jk

ej1...jk ⊗ uj1i1 . . . ujkik

The fixed point spaces of these coactions, which are by definition the spaces

Pk =
{
x ∈ C(Xk)

∣∣∣Φk(x) = 1⊗ x
}

are given by Pk = Fix(u⊗k), and form a subalgebra of the spin planar algebra SN .
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Proof. Since the map Φ is a coaction, its tensor powers Φk are coactions too, and at
the level of fixed point algebras we have the following formula:

Pk = Fix(u⊗k)

In order to prove now the planar algebra assertion, we will use Theorem 3.32. Consider
the rotation Rk. Rotating, then applying Φk, and rotating backwards by R−1

k is the same
as applying Φk, then rotating each k-fold product of coefficients of Φ. Thus the elements
obtained by rotating, then applying Φk, or by applying Φk, then rotating, differ by a sum
of Dirac masses tensored with commutators in A = C(G):

ΦkRk(x)− (Rk ⊗ id)Φk(x) ∈ C(Xk)⊗ [A,A]

Now let
∫
A
be the Haar functional of A, and consider the conditional expectation onto

the fixed point algebra Pk, which is given by the following formula:

ϕk =

(
id⊗

∫
A

)
Φk

Since
∫
A
is a trace, it vanishes on commutators. Thus Rk commutes with ϕk:

ϕkRk = Rkϕk

The commutation relation ϕkT = Tϕl holds in fact for any (l, k)-tangle T . These
tangles are called annular, and the proof is by verification on generators of the annular
category. In particular we obtain, for any annular tangle T :

ϕkTϕl = Tϕl

We conclude from this that the annular category is contained in the suboperad P ′ ⊂ P
of the planar operad consisting of tangles T satisfying the following condition, where
ϕ = (ϕk), and where i(.) is the number of input boxes:

ϕTϕ⊗i(T ) = Tϕ⊗i(T )

On the other hand the multiplicativity of Φk gives Mk ∈ P ′. Now since the planar
operad P is generated by multiplications and annular tangles, it follows that we have
P ′ = P . Thus for any tangle T the corresponding multilinear map between spaces Pk(X)
restricts to a multilinear map between spaces Pk. In other words, the action of the planar
operad P restricts to P , and makes it a subalgebra of SN , as claimed. □

As a second result now, also from [3], completing our study, we have:

Theorem 3.34. We have a bijection between quantum permutation groups and subal-
gebras of the spin planar algebra,

(G ⊂ S+
N) ←→ (Q ⊂ SN)

given in one sense by the construction in Theorem 3.33, and in the other sense by a
suitable modification of Tannakian duality.
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Proof. The idea is that this will follow by applying Tannakian duality to the annular
category over Q. Let n,m be positive integers. To any element Tn+m ∈ Qn+m we associate
a linear map Lnm(Tn+m) : Pn(X)→ Pm(X) in the following way:

Lnm

 | | |Tn+m
| | |

 :

 |an
|

→

| | ∩
Tn+m|
| | | |
an| | |
∪ | |


That is, we consider the planar (n, n +m,m)-tangle having an small input n-box, a

big input n + m-box and an output m-box, with strings as on the picture of the right.
This defines a certain multilinear map, as follows:

Pn(X)⊗ Pn+m(X)→ Pm(X)

If we put the element Tn+m in the big input box, we obtain in this way a certain linear
map Pn(X)→ Pm(X), that we call Lnm. With this convention, let us set:

Qnm =
{
Lnm(Tn+m) : Pn(X)→ Pm(X)

∣∣∣Tn+m ∈ Qn+m

}
These spaces form a Tannakian category, so by [99] we obtain a Woronowicz algebra

(A, u), such that the following equalities hold, for any m,n:

Hom(u⊗m, u⊗n) = Qmn

We prove now that u is a magic unitary. We have Hom(1, u⊗2) = Q02 = Q2, so the
unit of Q2 must be a fixed vector of u⊗2. But u⊗2 acts on the unit of Q2 as follows:

u⊗2(1) = u⊗2

(∑
i

(
i i
i i

))

=
∑
ikl

(
k k
l l

)
⊗ ukiuli

=
∑
kl

(
k k
l l

)
⊗ (uut)kl

From u⊗2(1) = 1⊗1 ve get that uut is the identity matrix. Together with the unitarity
of u, this gives the following formulae:

ut = u∗ = u−1

Consider the Jones projection E1 ∈ Q3. After isotoping, L21(E1) looks as follows:

L21

(∣∣∣∪∩
)

:

 | |i
j
i
j

| |

 →
 |i

j
i
j ⊃
|

 = δij

 |i
i

|


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In other words, the linear map M = L21(E1) is the multiplication δi ⊗ δj → δijδi:

M

(
i i
j j

)
= δij

(
i
i

)
In order to finish, consider the following element of C(X)⊗ A:

(M ⊗ id)u⊗2

((
i i
j j

)
⊗ 1

)
=
∑
k

(
k
k

)
δk ⊗ ukiukj

Since M ∈ Q21 = Hom(u⊗2, u), this equals the following element of C(X)⊗ A:

u(M ⊗ id)
((

i i
j j

)
⊗ 1

)
=
∑
k

(
k
k

)
δk ⊗ δijuki

Thus we have ukiukj = δijuki for any i, j, k, which shows that u is a magic unitary.
Now if P is the planar algebra associated to u, we have Hom(1, v⊗n) = Pn = Qn, as
desired. As for the uniqueness, this is clear from the Peter-Weyl theory. □

All the above might seem a bit technical, but is worth learning, and for good reason,
because it is extremely powerful. As an example of immediate application, if you agree
with the bijection G ↔ Q in Theorem 3.34, then G = S+

N itself, which is the biggest
object on the left, must correspond to the smallest object on the right, namely Q = TLN .
Thus, more or less everything that we learned so far in this book is trivial.

Welcome to planar algebras. Try to master this technology. And once this understood,
get to know some analysis too, which comes after. But it will be among our main purposes
here to do so, getting you familiar with algebra, and with some analysis as well.

Back now to work, the results established above, regarding the subgroups G ⊂ S+
N ,

have several generalizations, to the subgroups G ⊂ O+
N and G ⊂ U+

N , as well as subfactor
versions, going beyond the combinatorial level. At the algebraic level, we have:

Theorem 3.35. The following happen:

(1) The closed subgroups G ⊂ O+
N produce planar algebras P ⊂ TN , via the following

formula, and any subalgebra P ⊂ TN appears in this way:

Pk = End(u⊗k)

(2) The closed subgroups G ⊂ U+
N produce planar algebras P ⊂ TN , via the following

formula, and any subalgebra P ⊂ TN appears in this way:

Pk = End(u⊗ ū⊗ u⊗ . . .︸ ︷︷ ︸
k terms

)

(3) In fact, the closed subgroups G ⊂ PO+
N ≃ PU+

N are in correspondence with the
subalgebras P ⊂ TN , with G→ P being given by Pk = Fix(u⊗k).
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Proof. There is a long story with this result, whose origins go back to papers of mine
written before the 1999 papers [1], [61], using Popa’s standard lattice formalism, instead
of the planar algebra one, and then to a number of papers written in the early 2000s,
proving results which are more general. For the whole story, and a modern treatment of
the subject, we refer to Tarrago-Wahl [89]. As in what regards the proof:

(1) This is similar to the proof of Theorem 3.33 and Theorem 3.34, ultimately coming
from Woronowicz’s Tannakian duality in [99]. Note however that the correspondence is
not bijective, because the spaces Pk determine PG ⊂ PO+

N , but not G ⊂ O+
N itself.

(2) This is an extension of (1), and the same comments apply. With the extra comment
that the fact that the subgroups PG ⊂ PO+

N produce the same planar algebras as the
subgroups PG ⊂ PU+

N should not be surprising, due to PO+
N = PU+

N .

(3) This is an extension of (2), and a further extension of (1), and is in fact the best
result on the subject, due to the fact that we have there a true, bijective correspondence.
As before, this ultimately comes from Woronowicz’s Tannakian duality in [99].

(4) As a final comment, you might say that, now that we have (3) as ultimate result on
the subject, why not saying a few words about the proof. In answer, (3) is in fact just the
tip of the iceberg, so we prefer to discuss this later, once we’ll see the whole iceberg. □

Finally, in relation with subfactors, the result here is as follows:

Theorem 3.36. The planar algebras coming the subgroups G ⊂ S+
N appear from fixed

point subfactors, of the following type,

AG ⊂ (CN ⊗ A)G

and the planar algebras coming from the subgroups G ⊂ PO+
N = PU+

N appear as well from
fixed point subfactors, of the following type,

AG ⊂ (MN(C)⊗ A)G

with the action G↷ A being assumed to be minimal, (AG)′ ∩ A = C.

Proof. Again, there is a long story with this result, and besides needing some expla-
nations, regarding the proof, all this is in need of some unification. We will be back to
this in chapter 4, and in the meantime we refer to [1], [89] and related papers. □

Finally, let us mention that an important question, which is still open, is that of
understanding whether the above subfactors can be taken to be hyperfinite, AG ≃ R.
This is related to the axiomatization of hyperfinite subfactors, another open question,
which is of central importance in von Neumann algebras. We will be back to this.
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3e. Exercises

Things have been quite technical in this chapter, and our exercises will be quite tech-
nical too. But before that, in relation with SU2, SO3, we have:

Exercise 3.37. Learn more about SU2, SO3, namely Euler-Rodrigues, various proofs
for the Clebsch-Gordan rules, and ADE/McKay correspondence for subgroups too.

All this, and we insist, is very important. The more you know about SU2, SO3, and
with such things being a pleasure to learn, the better your mathematics and physics will
be, no matter what mathematics and physics you are interested in.

Exercise 3.38. Prove that the quantum group O+
2 appears as a twist of SU2,

O+
2 ≃ SU−1

2

and deduce the Clebsch-Gordan fusion rules for O+
2 by using this.

As a bonus exercise, you can try to understand as well the relation between O+
N and

SU2 at N ≥ 3, with the indication here that all this is related to two technical topics,
namely the “FRT deformation” procedure, and the “free symplectic groups”.

Exercise 3.39. Prove that the quantum group S+
4 appears as a twist of SO3,

S+
4 ≃ SO−1

3

and deduce the Clebsch-Gordan fusion rules for S+
4 by using this.

As before with the previous exercise, all this requires a good knowledge of the cocycle
twisting procedure, and basically the same comments as there apply.

Exercise 3.40. Establish, with full details, the linear independence of the vectors{
ξπ

∣∣∣π ∈ NC(k)}
using meander determinants, subfactor theory, and deformed quantum groups.

Here the first question, in relation with meander determinants, is that of fully under-
standing the proof of Di Francesco’s formula, following his paper, or one of the subsequent
other proofs. In relation with the subfactor approach, the question here is that of under-
standing, following Jones, the positivity of the Temperley-Lieb algebra trace. Finally, in
relation with quantum group deformations, check here Wang [95], and related papers.



CHAPTER 4

Twisted permutations

4a. Symmetry groups

We investigate here, following [1], [96] and subsequent papers, the quantum symmetry
groups S+

Z of the finite quantum spaces Z, generalizing the quantum group S+
N , coming

from Z = {1, . . . , N}. Besides providing a useful extension of our results regarding S+
N ,

this will eventually explain the connection with SO3, in an elegant way. As a bonus, we
will obtain as well a conceptual result on the connection between S+

N and O+
N .

In order to get started, we must talk about finite quantum spaces. In view of the
general C∗-algebra theory explained in chapter 1, we have the following definition:

Definition 4.1. A finite quantum space Z is the abstract dual of a finite dimensional
C∗-algebra B, according to the following formula:

C(Z) = B

The formal number of elements of such a space is |Z| = dimB. By decomposing the
algebra B, we have a formula of the following type:

C(Z) =Mn1(C)⊕ . . .⊕Mnk
(C)

With n1 = . . . = nk = 1 we obtain in this way the space Z = {1, . . . , k}. Also, when k = 1
the equation is C(Z) =Mn(C), and the solution will be denoted Z =Mn.

In order to talk now about the quantum symmetry group S+
Z , we must use universal

coactions. As in chapter 1 when defining S+
N , when dealing with universal coactions on

the space Z = {1, . . . , N}, we must endow our space Z with its counting measure:

Definition 4.2. We endow each finite quantum space Z with its counting measure,
corresponding as the algebraic level to the integration functional

tr : C(Z)→ B(l2(Z))→ C

obtained by applying the regular representation, and then the normalized matrix trace.

To be more precise, consider the algebra B = C(Z), which is by definition finite
dimensional. We can make act B on itself, by left multiplication:

π : B → L(B) , a→ (b→ ab)

81
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The target of π being a matrix algebra, L(B) ≃ MN(C) with N = dimB, we can
further compose with the normalized matrix trace, and we obtain tr:

tr =
1

N
Tr ◦ π

As basic examples, for both Z = {1, . . . , N} and Z = MN we obtain the usual trace.
In general, with C(Z) =Mn1(C)⊕ . . .⊕Mnk

(C), the weights of tr are:

ci =
n2
i∑
i n

2
i

Let us study now the quantum group actions G ↷ Z. If we denote by µ, η the
multiplication and unit map of the algebra C(Z), we have the following result:

Proposition 4.3. Consider a linear map Φ : C(Z)→ C(Z)⊗ C(G), written as

Φ(ei) =
∑
j

ej ⊗ uji

with {ei} being a linear space basis of C(Z), chosen orthonormal with respect to tr.

(1) Φ is a linear space coaction ⇐⇒ u is a corepresentation.
(2) Φ is multiplicative ⇐⇒ µ ∈ Hom(u⊗2, u).
(3) Φ is unital ⇐⇒ η ∈ Hom(1, u).
(4) Φ leaves invariant tr ⇐⇒ η ∈ Hom(1, u∗).
(5) If these conditions hold, Φ is involutive ⇐⇒ u is unitary.

Proof. This is similar to the proof for S+
N from chapter 1, as follows:

(1) There are two axioms to be processed here, and we have indeed:

(id⊗∆)Φ = (Φ⊗ id)Φ ⇐⇒ ∆(uji) =
∑
k

ujk ⊗ uki

(id⊗ ε)Φ = id ⇐⇒ ε(uji) = δji

(2) By using Φ(ei) = u(ei ⊗ 1) we have the following identities, which give the result:

Φ(eiek) = u(µ⊗ id)(ei ⊗ ek ⊗ 1)

Φ(ei)Φ(ek) = (µ⊗ id)u⊗2(ei ⊗ ek ⊗ 1)

(3) From Φ(ei) = u(ei ⊗ 1) we obtain by linearity, as desired:

Φ(1) = u(1⊗ 1)
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(4) This follows from the following computation, by applying the involution:

(tr ⊗ id)Φ(ei) = tr(ei)1 ⇐⇒
∑
j

tr(ej)uji = tr(ei)1

⇐⇒
∑
j

u∗ji1j = 1i

⇐⇒ (u∗1)i = 1i

⇐⇒ u∗1 = 1

(5) Assuming that (1-4) are satisfied, and that Φ is involutive, we have:

(u∗u)ik =
∑
l

u∗liulk

=
∑
jl

tr(e∗jel)u
∗
jiulk

= (tr ⊗ id)
∑
jl

e∗jel ⊗ u∗jiulk

= (tr ⊗ id)(Φ(ei)∗Φ(ek))
= (tr ⊗ id)Φ(e∗i ek)
= tr(e∗i ek)1

= δik

Thus u∗u = 1, and since we know from (1) that u is a corepresentation, it follows that u
is unitary. The proof of the converse is standard too, by using a similar computation. □

Following now [1], [96], we have the following result, extending the basic theory of S+
N

from chapter 1 to the present finite quantum space setting:

Theorem 4.4. Given a finite quantum space Z, there is a universal compact quantum
group S+

Z acting on Z, and leaving the counting measure invariant. We have

C(S+
Z ) = C(U+

N )
/〈

µ ∈ Hom(u⊗2, u), η ∈ Fix(u)
〉

where N = |Z|, and where µ, η are the multiplication and unit maps of the algebra C(Z).
For the classical space Z = {1, . . . , N} we have S+

Z = S+
N .

Proof. Here the first two assertions follow from Proposition 4.3, by using the stan-
dard fact that the complex conjugate of a corepresentation is a corepresentation too. As
for the last assertion, regarding S+

N , this follows from the results in chapter 1. □

The above result is quite conceptual, and we will see some applications in a moment.
However, for many concrete questions, nothing beats multimatrix bases and indices. So,
following the original paper of Wang [96], let us discuss this. We first have:
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Definition 4.5. Given a finite quantum space Z, we let {ei} be the standard basis of
B = C(Z), so that the multiplication, involution and unit of B are given by

eiej = eij , e∗i = eī , 1 =
∑
i=ī

ei

where (i, j) → ij is the standard partially defined multiplication on the indices, with the
convention e∅ = 0, and where i→ ī is the standard involution on the indices.

To be more precise, let {erab} ⊂ B be the multimatrix basis. We set i = (abr), and
with this convention, the multiplication, coming from erabe

p
cd = δrpδbce

r
ad, is given by:

(abr)(cdp) =

{
(adr) if b = c, r = p

∅ otherwise

As for the involution, coming from (erab)
∗ = erba, this is given by:

(a, b, r) = (b, a, r)

Finally, the unit formula comes from the following formula for the unit 1 ∈ B:

1 =
∑
ar

eraa

Regarding now the generalized quantum permutation groups S+
Z , the construction in

Theorem 4.4 reformulates as follows, by using the above formalism:

Proposition 4.6. Given a finite quantum space Z, with basis {ei} ⊂ C(Z) as above,
the algebra C(S+

Z ) is generated by variables uij with the following relations,∑
ij=p

uikujl = up,kl ,
∑
kl=p

uikujl = uij,p

∑
i=ī

uij = δjj̄ ,
∑
j=j̄

uij = δīi

u∗ij = uī j̄

with the fundamental corepresentation being the matrix u = (uij). We call a matrix
u = (uij) satisfying the above relations “generalized magic”.

Proof. We recall from Theorem 4.4 that the algebra C(S+
Z ) appears as follows, where

N = |Z|, and where µ, η are the multiplication and unit maps of C(Z):

C(S+
F ) = C(U+

N )
/〈

µ ∈ Hom(u⊗2, u), η ∈ Fix(u)
〉

But the relations µ ∈ Hom(u⊗2, u) and η ∈ Fix(u) produce the 1st and 4th relations
in the statement, then the biunitarity of u gives the 5th relation, and finally the 2nd and
3rd relations follow from the 1st and 4th relations, by using the antipode. □
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As an illustration, consider the case Z = {1, . . . , N}. Here the index multiplication is
ii = i and ij = ∅ for i ̸= j, and the involution is ī = i. Thus, our relations are as follows,
corresponding to the standard magic conditions on a matrix u = (uij):

uikuil = δkluik , uikujk = δijuik∑
i

uij = 1 ,
∑
j

uij = 1

u∗ij = uij

As a second illustration now, which is something new, we have:

Theorem 4.7. For the space Z =M2, coming via C(Z) =M2(C), we have

S+
Z = SO3

with the action SO3 ↷M2(C) being the standard one, coming from SU2 → SO3.

Proof. This is something quite tricky, the idea being as follows:

(1) First, we have an action by conjugation SU2 ↷M2(C), and this action produces,
via the canonical quotient map SU2 → SO3, an action as follows:

SO3 ↷M2(C)
(2) Then, it is routine to check, by using computations like those from the proof of

S+
N = SN at N ≤ 3, from chapter 1, that any action G ↷ M2(C) must come from a

classical group. Thus the action SO3 ↷M2(C) is universal, as claimed. □

Let us develop now some basic theory for the quantum symmetry groups S+
Z , and their

closed subgroups G ⊂ S+
Z . We have here the following key result:

Theorem 4.8. The quantum groups S+
Z have the following properties:

(1) The associated Tannakian categories are TLN , with N = |Z|.
(2) The main character follows the Marchenko-Pastur law π1, when |Z| ≥ 4.
(3) The fusion rules for S+

Z with |Z| ≥ 4 are the same as for SO3.

Proof. This result is from [1], the idea being as follows:

(1) Let us pick our orthogonal basis {ei} as in Definition 4.5, so that we have e∗i = eī,
for a certain involution i→ ī on the index set. With this convention, we have:

Φ(ei) =
∑
j

ej ⊗ uji =⇒ Φ(ei)
∗ =

∑
j

e∗j ⊗ u∗ji

=⇒ Φ(eī) =
∑
j

ej̄ ⊗ u∗ji

=⇒ Φ(ei) =
∑
j

ej ⊗ u∗ī j̄
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Thus u∗ji = uī j̄, so u ∼ ū. Now with this result in hand, the proof goes as for the

proof for S+
N , from chapter 3. To be more precise, the result follows from the fact that

the multiplication and unit of any complex algebra, and in particular of the algebra C(Z)
that we are interested in here, can be modeled by the following two diagrams:

m = | ∪ | , u = ∩
Indeed, this is certainly true algebrically, and well-known, with as an illustration here,

the associativity formula m(m⊗ id) = (id⊗m)m being checked as follows:

| ∪ | | |
| ∪ | =

| | | ∪ |
| ∪ |

As in what regards the ∗-structure, things here are fine too, because our choice for
the trace from Definition 4.2 leads to the following formula regarding the adjoints, corre-
sponding to mm∗ = N , and so to the basic Temperley-Lieb calculus rule ⃝ = N :

µµ∗ = N · id
We conclude that the Tannakian category associated to S+

Z is, as claimed:

C =< µ, η >=< m, u >=< | ∪ |,∩ >= TLN

(2) The proof here is exactly as for S+
N , by using moments. To be more precise,

according to (1) these moments are the Catalan numbers, which are the moments of π1.

(3) Once again same proof as for S+
N , by using the fact that the moments of χ are the

Catalan numbers, which naturally leads to the Clebsch-Gordan rules. □

We can merge and reformulate our main results so far in the following way:

Theorem 4.9. The quantun groups S+
Z have the following properties:

(1) For Z = {1, . . . , N} we have S+
Z = S+

N .
(2) For the space Z =MN we have S+

Z = PO+
N = PU+

N .
(3) In particular, for the space Z =M2 we have S+

Z = SO3.
(4) The fusion rules for S+

Z with |Z| ≥ 4 are independent of Z.
(5) Thus, the fusion rules for S+

Z with |Z| ≥ 4 are the same as for SO3.

Proof. This is basically a compact form of what has been said above, with a new
result added, and with some technicalities left aside, the idea being as follows:

(1) This is something that we know from Theorem 4.4.

(2) We recall from chapter 3 that we have PO+
N = PU+

N . Consider the standard vector
space action of the free unitary group U+

N , and its adjoint action:

U+
N ↷ CN , PU+

N ↷MN(C)
By universality of S+

MN
, we must have inclusions as follows:

PO+
N ⊂ PU+

N ⊂ S+
MN



4A. SYMMETRY GROUPS 87

On the other hand, the main character of O+
N with N ≥ 2 being semicircular, the main

character of PO+
N must be Marchenko-Pastur. Thus the inclusion PO+

N ⊂ S+
MN

has the
property that it keeps fixed the law of main character, and by Peter-Weyl we conclude
that this inclusion must be an isomorphism, as desired.

(3) This is something that we know from Theorem 4.7, and that can be deduced
as well from (2), by using the formula PO+

2 = SO3, which is something elementary.
Alternatively, this follows without computations from (4) below, because the inclusion of
quantum groups SO3 ⊂ S+

M2
has the property that it preserves the fusion rules.

(4) This is something that we know from Theorem 4.8.

(5) This follows from (3,4), as already pointed out in Theorem 4.8. □

As another application of our extended formalism, the Cayley theorem for the finite
quantum groups holds in the S+

Z setting. We have indeed the following result:

Theorem 4.10. Any finite quantum group G has a Cayley embedding, as follows:

G ⊂ S+
G

However, there are finite quantum groups which are not quantum permutation groups.

Proof. There are two statements here, the idea being as follows:

(1) We have an action G ↷ G, which leaves invariant the Haar measure. Now since
the counting measure is both left and right invariant, it is the Haar measure. We conclude
that G↷ G leaves invariant the counting measure, and so G ⊂ S+

G , as claimed.

(2) Regarding the second assertion, this is something non-trivial, from [13], the sim-
plest counterexample being a certain quantum group G appearing as a split abelian ex-
tension associated to the factorization S4 = Z4S3, having cardinality |G| = 24. □

Finally, some interesting phenomena appear in the “homogeneous” case, where our
quantum space is of the form Z =MK × {1 . . . , L}. Here we first have:

Proposition 4.11. The classical symmetry group of Z =MK × {1 . . . , L} is
SZ = PUK ≀ SL

with on the right a wreath product, equal by definition to PUL
K ⋊ SL.

Proof. The fact that we have an inclusion PUK ≀SL ⊂ SZ is standard, and this follows
as well by taking the classical version of the inclusion PU+

K ≀∗S
+
L ⊂ S+

Z , established below.
As for the fact that this inclusion PUK ≀ SL ⊂ SZ is an isomorphism, this can be proved
by picking an arbitrary element g ∈ SZ , and decomposing it. □

In order to discuss the quantum analogue of the above result, we will need a notion
of free wreath product. The basic theory here, from [30], is as follows:
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Proposition 4.12. Given closed subgroups G ⊂ U+
N , H ⊂ S+

k , with fundamental
corepresentations u, v, the following construction produces a closed subgroup of U+

Nk:

C(G ≀∗ H) = (C(G)∗k ∗ C(H))/ < [u
(a)
ij , vab] = 0 >

In the case where G,H are classical, the classical version of G ≀∗ H is the usual wreath
product G ≀H. Also, when G is a quantum permutation group, so is G ≀∗ H.

Proof. Consider the matrix wia,jb = u
(a)
ij vab, over the quotient algebra in the state-

ment. It is routine to check that w is unitary, and in the case G ⊂ S+
N , our claim is that

this matrix is magic. Indeed, the entries are projections, and we have:∑
jb

wia,jb =
∑
jb

u
(a)
ij vab =

∑
b

vab
∑
j

u
(a)
ij = 1

∑
ia

wia,jb =
∑
ia

u
(a)
ij vab =

∑
a

vab
∑
i

u
(a)
ij = 1

Thus, G ≀∗ H is indeed a quantum permutation group, with fundamental corepresen-
tation w. Finally, the assertion regarding classical versions is clear too. See [30]. □

With the above notion in hand, we can now formulate the following result:

Theorem 4.13. The quantum symmetry group of Z =MK × {1 . . . , L} satisfies:
PU+

K ≀∗ S
+
L ⊂ S+

Z

However, this inclusion is not an isomorphism at K,L ≥ 2.

Proof. We have several assertions to be proved, the idea being as follows:

(1) The fact that we have PU+
K ≀∗ S

+
L ⊂ S+

Z is well-known and routine, by checking the

fact that the matrix wija,klb = u
(a)
ij,klvab is a generalized magic unitary.

(2) The inclusion PU+
K ≀∗ S

+
L ⊂ S+

Z is not an isomorphism, for instance by using [89],
along with the fact that π1 ⊠ π1 ̸= π1 where π1 is the Marchenko-Pastur law. □

Finally, let us upgrade our previous planar algebra results from chapter 3, to the
present quantum symmetry group setting. The result here is as follows:

Theorem 4.14. The closed subgroups G ⊂ S+
Z are in correspondence with the subal-

gebras P ⊂ PZ of the planar algebra associated to Z, with G→ P being given by:

Pk = Fix(u⊗k)

Moreover, the associated subfactors can be chosen to be fixed point subfactors,

AG ⊂ (C(Z)⊗ A)G

with the action G↷ A being assumed to be minimal, (AG)′ ∩ A = C.
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Proof. As before with our previous planar algebra results from chapter 3, there is a
long story with this result, the idea being as follows:

(1) In what regards the statement, the planar algebra PZ associated to Z is a joint
generalization of the spin and tensor planar algebras SN , TN , which appear for Z =
{1, . . . , N} and Z =MN , and whose construction is via standard tensor calculus.

(2) From a modern perspective, PZ appears as the planar algebra associated to the
bipartite graph of the inclusion C ⊂ C(Z), by using Jones’ construction in [62]. We will
discuss this in detail in chapter 7, when dealing with more general such constructions.

(3) In what regards the proof, this can be obtained along the lines of the proofs for
Z = {1, . . . , N} and Z =MN , from chapter 3. For the full story here, and generalizations,
we refer to Tarrago-Wahl [89]. We will be back to this, in chapter 7 below. □

4b. Twisting results

Let us go back to the case N = 4. According to our various considerations above,
the link between S+

4 and SO3 should come via some sort of twisting. To be more precise,
since the classical space {1, 2, 3, 4} and the quantum space M2 both have 4 elements, in
the formal sense of Definition 4.1, we can expect to have a twisting result, as follows:

{1, 2, 3, 4} ∼M2

It is possible to be a bit more precise here, by developing some abstract algebra for this,
but going ahead now towards what we are interested in, namely quantum permutation
groups, this suggests that we should have a twisting relationship, as follows:

S+
4 = S+

{1,2,3,4} ∼ S+
M2

= SO3

We will see that this is indeed the case, with the subject being quite interesting. In
order to discuss twisting, in general, let us start with the following construction:

Proposition 4.15. There is a signature map ε : Peven → {−1, 1}, given by

ε(τ) = (−1)c

where c is the number of switches needed to make τ noncrossing. In addition:

(1) For τ ∈ Sk, this is the usual signature.
(2) For τ ∈ P2 we have (−1)c, where c is the number of crossings.
(3) For τ ≤ π ∈ NCeven, the signature is 1.

Proof. The fact that ε is indeed well-defined comes from the fact that the number
c in the statement is well-defined modulo 2, which is standard combinatorics. In order
to prove now the remaining assertion, observe that any partition τ ∈ P (k, l) can be put
in “standard form”, by ordering its blocks according to the appearence of the first leg in
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each block, counting clockwise from top left, and then by performing the switches as for
block 1 to be at left, then for block 2 to be at left, and so on:

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

→

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

→

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

→

◦ ◦ ◦ ◦

◦ ◦ ◦ ◦

With this convention, the proof of the remaining assertions is as follows:

(1) For τ ∈ Sk the standard form is τ ′ = id, and the passage τ → id comes by
composing with a number of transpositions, which gives the signature.

(2) For a general τ ∈ P2, the standard form is of type τ ′ = | . . . |∪...∪∩...∩, and the passage
τ → τ ′ requires c mod 2 switches, where c is the number of crossings.

(3) Assuming that τ ∈ Peven comes from π ∈ NCeven by merging a certain number of
blocks, we can prove that the signature is 1 by proceeding by recurrence. □

With the above result in hand, we can now formulate:

Definition 4.16. Associated to a partition π ∈ Peven(k, l) is the linear map

T̄π(ei1 ⊗ . . .⊗ eik) =
∑
j1...jl

δ̄π

(
i1 . . . ik
j1 . . . jl

)
ej1 ⊗ . . .⊗ ejl

where the signed Kronecker symbols

δ̄π ∈ {−1, 0, 1}
are given by δ̄π = ε(τ) if τ ≥ π, and δ̄π = 0 otherwise, with τ = ker(ij).

In other words, what we are doing here is to add signatures to the usual formula of
Tπ. Indeed, observe that the usual formula for Tπ can be written as folllows:

Tπ(ei1 ⊗ . . .⊗ eik) =
∑

j:ker(ij)≥π

ej1 ⊗ . . .⊗ ejl

Now by inserting signs, coming from the signature map ε : Peven → {±1}, we are led
to the following formula, which coincides with the one from Definition 4.16:

T̄π(ei1 ⊗ . . .⊗ eik) =
∑
τ≥π

ε(τ)
∑

j:ker(ij)=τ

ej1 ⊗ . . .⊗ ejl

We have the following key categorical result:

Proposition 4.17. The assignement π → T̄π is categorical, in the sense that

T̄π ⊗ T̄σ = T̄[πσ] , T̄πT̄σ = N c(π,σ)T̄[σπ ] , T̄ ∗
π = T̄π∗

where c(π, σ) are certain positive integers.
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Proof. We have to check three conditions, as follows:

1. Concatenation. It is enough to check the following formula:

ε

(
ker

(
i1 . . . ip
j1 . . . jq

))
ε

(
ker

(
k1 . . . kr
l1 . . . ls

))
= ε

(
ker

(
i1 . . . ip k1 . . . kr
j1 . . . jq l1 . . . ls

))
Let us denote by τ, ν the partitions on the left, so that the partition on the right is

of the form ρ ≤ [τν]. Now by switching to the noncrossing form, τ → τ ′ and ν → ν ′, the
partition on the right transforms into ρ→ ρ′ ≤ [τ ′ν ′]. Now since [τ ′ν ′] is noncrossing, we
can use Proposition 4.15 (3), and we obtain the result.

2. Composition. Here we must establish the following formula:

ε

(
ker

(
i1 . . . ip
j1 . . . jq

))
ε

(
ker

(
j1 . . . jq
k1 . . . kr

))
= ε

(
ker

(
i1 . . . ip
k1 . . . kr

))
Let τ, ν be the partitions on the left, so that the partition on the right is of the form

ρ ≤ [τν ]. Our claim is that we can jointly switch τ, ν to the noncrossing form. Indeed, we
can first switch as for ker(j1 . . . jq) to become noncrossing, and then switch the upper legs
of τ , and the lower legs of ν, as for both these partitions to become noncrossing. Now
observe that when switching in this way to the noncrossing form, τ → τ ′ and ν → ν ′, the
partition on the right transforms into ρ→ ρ′ ≤ [τ

′

ν′ ]. Now since [τ
′

ν′ ] is noncrossing, we can
apply Proposition 4.15 (3), and we obtain the result.

3. Involution. Here we must prove the following formula:

δ̄π

(
i1 . . . ip
j1 . . . jq

)
= δ̄π∗

(
j1 . . . jq
i1 . . . ip

)
But this is clear from the definition of δ̄π, and we are done. □

As a conclusion, our construction π → T̄π has all the needed properties for producing
quantum groups, via Tannakian duality. So, we can now formulate:

Theorem 4.18. Given a category of partitions D ⊂ Peven, the construction

Hom(u⊗k, u⊗l) = span
(
T̄π

∣∣∣π ∈ D(k, l)
)

produces via Tannakian duality a quantum group G−1
N ⊂ U+

N , for any N ∈ N.

Proof. This follows indeed from the Tannakian results from chapter 2, exactly as in
the easy case, by using this time Proposition 4.17 as technical ingredient. □

We can unify the easy quantum groups, or at least the examples coming from categories
D ⊂ Peven, with the quantum groups constructed above, as follows:
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Definition 4.19. A closed subgroup G ⊂ U+
N is called q-easy, or quizzy, with defor-

mation parameter q = ±1, when its tensor category appears as

Hom(u⊗k, u⊗l) = span
(
Ṫπ

∣∣∣π ∈ D(k, l)
)

for a certain category of partitions D ⊂ Peven, where, for q = −1, 1:

Ṫ = T̄ , T

The Schur-Weyl twist of G is the quizzy quantum group G−1 ⊂ U+
N obtained via q → −q.

In order to compute now the twists of the basic compact groups, we recall that the
Möbius function of any lattice, and in particular of Peven, is given by:

µ(σ, π) =


1 if σ = π

−
∑

σ≤τ<π µ(σ, τ) if σ < π

0 if σ ̸≤ π

With this notation, we have the following result:

Proposition 4.20. For any partition π ∈ Peven we have the formula

T̄π =
∑
τ≤π

ατTτ

where ασ =
∑

σ≤τ≤π ε(τ)µ(σ, τ), with µ being the Möbius function of Peven.

Proof. The linear combinations T =
∑

τ≤π ατTτ acts on tensors as follows:

T (ei1 ⊗ . . .⊗ eik) =
∑
τ≤π

ατTτ (ei1 ⊗ . . .⊗ eik)

=
∑
τ≤π

ατ
∑
σ≤τ

∑
j:ker(ij)=σ

ej1 ⊗ . . .⊗ ejl

=
∑
σ≤π

( ∑
σ≤τ≤π

ατ

) ∑
j:ker(ij)=σ

ej1 ⊗ . . .⊗ ejl

Thus, in order to have T̄π =
∑

τ≤π ατTτ , we must have, for any σ ≤ π:

ε(σ) =
∑
σ≤τ≤π

ατ

But this problem can be solved by using the Möbius inversion formula, and we obtain
the numbers ασ =

∑
σ≤τ≤π ε(τ)µ(σ, τ) in the statement. □

We can now twist ON , and UN as well. The result here is as follows:
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Theorem 4.21. The twists of ON , UN are obtained by replacing the commutation
relations ab = ba between the coordinates uij and their adjoints u∗ij with the relations

ab = ±ba
with anticommutation on rows and columns, and commutation otherwise.

Proof. The basic crossing, ker
(
ij
ji

)
with i ̸= j, comes from the transposition τ ∈ S2,

so its signature is −1. As for its degenerated version ker
(
ii
ii

)
, this is noncrossing, so here

the signature is 1. We conclude that the linear map associated to the basic crossing is:

T̄/\(ei ⊗ ej) =

{
−ej ⊗ ei for i ̸= j

ej ⊗ ei otherwise

We can proceed now as in the untwisted case, and since the intertwining relations
coming from T̄/\ correspond to the relations defining O−1

N , U−1
N , we obtain the result. □

Now going towards S+
4 , let us start with the following definition, from [8]:

Definition 4.22. We let SO−1
3 ⊂ O−1

3 be the subgroup coming from the relation∑
σ∈S3

u1σ(1)u2σ(2)u3σ(3) = 1

called twisted determinant one condition.

Normally, we should prove here that C(SO−1
3 ) is indeed a Woronowicz algebra. This

is of course possible, by doing some computations, but we will not need to do these
computations, because this follows from the following result, also from [8]:

Theorem 4.23. We have an isomorphism of compact quantum groups

S+
4 = SO−1

3

given by the Fourier transform over the Klein group K = Z2 × Z2.

Proof. Consider the following matrix, coming from the action of SO−1
3 on C4:

u+ =

(
1 0
0 u

)
We apply to this matrix the Fourier transform over the Klein group K = Z2 × Z2:

v =
1

4


1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1



1 0 0 0
0 u11 u12 u13
0 u21 u22 u23
0 u31 u32 u33



1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1


This matrix is then magic, and vice versa, so the Fourier transform over K converts

the relations in Definition 4.22 into the magic relations. But this gives the result. □
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There are many more things that can be said here, and we have:

Theorem 4.24. The quantum group S+
4 = SO−1

3 has the following properties:

(1) It appears as a cocycle twist of SO3.
(2) Its fusion rules are the same as for SO3.
(3) Its subgroups are basically twists of the subgroups of SO3.

Proof. These are more advanced results, from [8], the idea being as follows:

(1) This follows by suitably reformulating the definition of SO−1
3 given above in purely

algebraic terms, using cocycles, and for details here, we refer to [8]. In what concerns us,
we will actually discuss a generalization of this, right next, following [12].

(2) This is something that we know well, via numerous proofs, and we can add to our
trophy list one more proof, coming from (1), via standard cocycle twisting theory.

(3) The idea here is that the closed subgroups G ⊂ SO3 are subject to a well-known
ADE/McKay classification result, and the subgroups of SO−1

3 are basically twists of these,
G−1 ⊂ SO−1

3 . We will discuss this, following [8], in chapter 10 below. □

4c. Cocycle twisting

An interesting extension of the S+
4 = SO−1

3 result comes by looking at the general
case N = n2, with n ∈ N. We will prove that we have a twisting result, as follows:

PO+
n = (S+

N)
σ

In order to explain this material, from [12], which is quite technical, requiring good
algebraic knowledge, let us begin with some generalities. We first have:

Proposition 4.25. Given a finite group G, the algebra C(S+

Ĝ
) is isomorphic to the

abstract algebra presented by generators xgh with g, h ∈ G, with the following relations:

x1g = xg1 = δ1g , xs,gh =
∑
t∈G

xst−1,gxth , xgh,s =
∑
t∈G

xgt−1xh,ts

The comultiplication, counit and antipode are given by the formulae

∆(xgh) =
∑
s∈G

xgs ⊗ xsh , ε(xgh) = δgh , S(xgh) = xh−1g−1

on the standard generators xgh.

Proof. This follows indeed from a direct verification, based either on Theorem 4.4,
or on its equivalent formulation from Proposition 4.6. See [12]. □

Let us discuss now the twisted version of the above result. Consider a 2-cocycle on G,
which is by definition a map σ : G×G→ C∗ satisfying:

σgh,sσgh = σg,hsσhs , σg1 = σ1g = 1
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Given such a cocycle, we can construct the associated twisted group algebra C(Ĝσ),

as being the vector space C(Ĝ) = C∗(G), with product egeh = σghegh. We have:

Proposition 4.26. The algebra C(S+

Ĝσ
) is isomorphic to the abstract algebra presented

by generators xgh with g, h ∈ G, with the relations x1g = xg1 = δ1g and:

σghxs,gh =
∑
t∈G

σst−1,txst−1,gxth , σ−1
gh xgh,s =

∑
t∈G

σ−1
t−1,tsxgt−1xh,ts

The comultiplication, counit and antipode are given by the formulae

∆(xgh) =
∑
s∈G

xgs ⊗ xsh , ε(xgh) = δgh , S(xgh) = σh−1hσ
−1
g−1gxh−1g−1

on the standard generators xgh.

Proof. Once again, this follows from a direct verification, explained in [12]. □

In what follows, we will prove that the quantum groups S+

Ĝ
and S+

Ĝσ
are related by a

cocycle twisting operation. Let A be a Hopf algebra. We recall that a left 2-cocycle is a
convolution invertible linear map σ : A⊗ A→ C satisfying:

σx1y1σx2y2,z = σy1z1σx,y2z2 , σx1 = σ1x = ε(x)

Note that σ is a left 2-cocycle if and only if σ−1, the convolution inverse of σ, is a
right 2-cocycle, in the sense that we have:

σ−1
x1y1,z

σ−1
x1y2

= σ−1
x,y1z1

σ−1
y2z2

, σ−1
x1 = σ−1

1x = ε(x)

Given a left 2-cocycle σ on A, one can form the 2-cocycle twist Aσ as follows. As a
coalgebra, Aσ = A, and an element x ∈ A, when considered in Aσ, is denoted [x]. The
product in Aσ is then defined, in Sweedler notation, by:

[x][y] =
∑

σx1y1σ
−1
x3y3

[x2y2]

We can now state and prove a main theorem from [12], as follows:

Theorem 4.27. If G is a finite group and σ is a 2-cocycle on G, the Hopf algebras

C(S+

Ĝ
) , C(S+

Ĝσ
)

are 2-cocycle twists of each other, in the above sense.

Proof. In order to prove this result, we use the following Hopf algebra map:

π : C(S+

Ĝ
)→ C(Ĝ) , xgh → δgheg

Our 2-cocycle σ : G × G → C∗ can be extended by linearity into a linear map as
follows, which is a left and right 2-cocycle in the above sense:

σ : C(Ĝ)⊗ C(Ĝ)→ C
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Consider now the following composition:

α = σ(π ⊗ π) : C(S+

Ĝ
)⊗ C(S+

Ĝ
)→ C(Ĝ)⊗ C(Ĝ)→ C

Then α is a left and right 2-cocycle, because it is induced by a cocycle on a group
algebra, and so is its convolution inverse α−1. Thus we can construct the twisted algebra
C(S+

Ĝ
)α

−1
, and inside this algebra we have the following computation:

[xgh][xrs] = α−1(xg, xr)α(xh, xs)[xghxrs] = σ−1
gr σhs[xghxrs]

By using this, we obtain the following formula:∑
t∈G

σst−1,t[xst−1,g][xth] =
∑
t∈G

σst−1,tσ
−1
st−1,tσgh[xst−1,gxth] = σgh[xs,gh]

Similarly, we have the following formula:∑
t∈G

σ−1
t−1,ts[xg,t−1 ][xh,ts] = σ−1

gh [xgh,s]

We deduce from this that there exists a Hopf algebra map, as follows:

Φ : C(S+

Ĝσ
)→ C(S+

Ĝ
)α

−1

, xgh → [xg,h]

This map is clearly surjective, and is injective as well, by a standard fusion semiring
argument, because both Hopf algebras have the same fusion semiring. □

Summarizing, we have proved our main twisting result. Our purpose in what follows
will be that of working out versions and particular cases of it. We first have:

Proposition 4.28. If G is a finite group and σ is a 2-cocycle on G, then

Φ(xg1h1 . . . xgmhm) = Ω(g1, . . . , gm)
−1Ω(h1, . . . , hm)xg1h1 . . . xgmhm

with the coefficients on the right being given by the formula

Ω(g1, . . . , gm) =
m−1∏
k=1

σg1...gk,gk+1

is a coalgebra isomorphism C(S+

Ĝσ
)→ C(S+

Ĝ
), commuting with the Haar integrals.

Proof. This is indeed just a technical reformulation of Theorem 4.27. □

Let us discuss now some concrete applications of the general results established above.
Consider the group G = Z2

n, let w = e2πi/n, and consider the following cocycle:

σ : G×G→ C∗ , σ(ij)(kl) = wjk

In order to understand what is the formula that we obtain, we must do some compu-
tations. Let Eij with i, j ∈ Zn be the standard basis of Mn(C). We first have:
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Proposition 4.29. The linear map given by

ψ(e(i,j)) =
n−1∑
k=0

wkiEk,k+j

defines an isomorphism of algebras ψ : C(Ĝσ) ≃Mn(C).

Proof. Consider indeed the following linear map:

ψ′(Eij) =
1

n

n−1∑
k=0

w−ike(k,j−i)

It is routine to check that both ψ, ψ′ are morphisms of algebras, and that these maps
are inverse to each other. In particular, ψ is an isomorphism of algebras, as stated. □

Next in line, we have the following result:

Proposition 4.30. The algebra map given by

φ(uijukl) =
1

n

n−1∑
a,b=0

wai−bjx(a,k−i),(b,l−j)

defines a Hopf algebra isomorphism φ : C(S+
Mn

) ≃ C(S+

Ĝσ
).

Proof. Consider the universal coactions on the two algebras in the statement:

α :Mn(C) → Mn(C)⊗ C(S+
Mn

)

β : C(Ĝσ) → C(Ĝσ)⊗ C(S+

Ĝσ
)

In terms of the standard bases, these coactions are given by:

α(Eij) =
∑
kl

Ekl ⊗ ukiulj

β(e(i,j)) =
∑
kl

e(k,l) ⊗ x(k,l),(i,j)

We use now the identification C(Ĝσ) ≃ Mn(C) from Proposition 4.29. This identifi-
cation produces a coaction map, as follows:

γ :Mn(C)→Mn(C)⊗ C(S+

Ĝσ
)

Now observe that this map is given by the following formula:

γ(Eij) =
1

n

∑
ab

Eab ⊗
∑
kr

war−ikx(r,b−a),(k,j−i)

By comparing with the formula of α, we obtain the isomorphism in the statement. □

We will need one more result of this type, as follows:
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Proposition 4.31. The algebra map given by

ρ(x(a,b),(i,j)) =
1

n2

∑
klrs

wki+lj−ra−sbp(r,s),(k,l)

defines a Hopf algebra isomorphism ρ : C(S+

Ĝ
) ≃ C(S+

G).

Proof. We have a Fourier transform isomorphism, as follows:

C(Ĝ) ≃ C(G)

Thus the algebras in the statement are indeed isomorphic. □

As a conclusion to all this, we have the following result, from [12]:

Theorem 4.32. Let n ≥ 2 and w = e2πi/n. Then

Θ(uijukl) =
1

n

n−1∑
ab=0

w−a(k−i)+b(l−j)pia,jb

defines a coalgebra isomorphism C(PO+
n )→ C(S+

n2) commuting with the Haar integrals.

Proof. We know from Theorem 4.9 that we have identifications as follows, where the
projective version of (A, u) is the pair (PA, v), with PA =< vij > and v = u⊗ ū:

PO+
n = PU+

n = S+
Mn

With this in hand, the result follows from Theorem 4.27 and Proposition 4.28, by
combining them with the various isomorphisms established above. □

Summarizing, the twisting formula S+
4 = SO−1

3 ultimately comes from something of
type X4 ≃ M2, where X4 = {1, 2, 3, 4} and M2 = Spec(M2(C)), and at N ≥ 5 there are
some extensions of this, and notably when N = n2 with n ≥ 3. For more on all this,
advanced algebraic aspects of S+

N , we refer to [8], [12], [22], [38].

4d. Hypergeometric laws

Still following [12], let us discuss now some probabilistic consequences of the above.
We first have the remarkable result, having no classical counterpart:

Theorem 4.33. The following families of variables have the same joint law,

(1) {u2ij} ∈ C(O+
n ),

(2) {Xij =
1
n

∑
ab pia,jb} ∈ C(S

+
n2),

where u = (uij) and p = (pia,jb) are the corresponding fundamental corepresentations.
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Proof. This follows from Theorem 4.32, but we can recover this as well directly, by
using the Weingarten formula for our two quantum groups, and the shrinking operation
for partitions π → π′. Indeed, we have the following moment formulae:∫

O+
n

u2kij =
∑

π,σ∈NC2(2k)

W2k,n(π, σ)

∫
S+

n2

Xk
ij =

∑
π,σ∈NC2(2k)

n|π′|+|σ′|−kWk,n2(π′, σ′)

According to the fattening/shrinking results in chapter 3 the summands coincide, and
so the moments are equal, as desired. The proof for joint moments is similar. □

In what follows we will be interested in single variables. We have here:

Definition 4.34. The noncommutative random variable

X(n,m,N) =
n∑
i=1

m∑
j=1

uij ∈ C(S+
N)

is called free hypergeometric, of parameters (n,m,N).

The terminology comes from the fact that the variable X ′(n,m,N), defined as above,
but over the algebra C(SN), follows a hypergeometric law of parameters (n,m,N). Fol-
lowing [12], here is an exploration of the basic properties of these laws:

Theorem 4.35. The free hypergeometric laws have the following properties:

(1) Let n,m,N →∞, with nm
N
→ t ∈ (0,∞). Then the law of

X(n,m,N)

converges to Marchenko-Pastur law πt.
(2) Let n,m,N →∞, with n

N
→ ν ∈ (0, 1) and m

N
→ 0. Then the law of

S(n,m,N) = (X(n,m,N)−mν)/
√
mν(1− ν)

converges to the semicircle law γ1.

Proof. This is standard, by using the Weingarten formula, as follows:

(1) From the Weingarten formula, we have:∫
S+
N

X(n,m,N)k =
∑

π,σ∈NC(k)

WkN(π, σ)n
|π|m|σ|

The point now is that we have the following estimate:

WkN(π, σ) =

{
N−|π| +O(N−|π|−1) if π = σ

O(N |π∨σ|−|π|−|σ|) if π ̸= σ
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It follows that we have the following estimate, which gives the result:

WkN(π, σ)n
|π|m|σ| →

{
t|π| if π = σ

0 if π ̸= σ

(2) We need to show that the free cumulants satisfy:

κ(p)[S(n,m,N), . . . , S(n,m,N)]→

{
1 if p = 2

0 if p ̸= 2

The case p = 1 is trivial, so suppose p ≥ 2. We have:

κ(p)[S(n,m,N), . . . , S(n,m,N)] = (mν(1− ν))−p/2κ(p)[X(n,m,N), . . . , X(n,m,N)]

On the other hand, from the Weingarten formula, we have:

κ(p)[X(n,m,N), . . . , X(n,m,N)]

=
∑

w∈NC(p)

µp(w, 1p)
∏
V ∈w

∑
πV ,σV ∈NC(V )

WNC(V ),N(πV , σV )n
|πV |m|σV |

=
∑

w∈NC(p)

µp(w, 1p)
∏
V ∈w

∑
πV ,σV ∈NC(V )

(N−|πV |µ|V |(πV , σV ) +O(N−|πV |−1))n|πV |m|σV |

=
∑

π,σ∈NC(p)
π≤σ

(N−|π|µp(π, σ) +O(N−|π|−1))n|π|m|σ|
∑

w∈NC(p)
σ≤w

µp(w, 1p)

We use now the following standard identity:∑
w∈NC(p)
σ≤w

µp(w, 1p) =

{
1 if σ = 1p
0 if σ ̸= 1p

This gives the following formula for the cumulants:

κ(p)[X(n,m,N), . . . , X(n,m,N)] = m
∑

π∈NC(p)

(N−|π|µp(π, 1p) +O(N−|π|−1))n|π|

It follows that for p ≥ 3 we have, as desired:

κ(p)[S(n,m,N), . . . , S(n,m,N)]→ 0

As for the remaining case p = 2, here we have:

κ(2)[S(n,m,N), S(n,m,N)] → 1

ν(1− ν)
∑

π∈NC(2)

ν |π|µ2(π, 12)

=
1

ν(1− ν)
(
ν − ν2) = 1

Thus, we are led to the conclusion in the statement. □
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Let us discuss as well some similar computations for the free hyperspherical laws,
which are quite interesting. To start with, we have the following definition:

Definition 4.36. The free real sphere is the quantum algebraic manifold given by:

C(SN−1
R,+ ) = C∗

(
x1, . . . , xN

∣∣∣xi = x∗i ,
∑
i

x2i = 1

)
We endow this sphere with the uniform measure coming from the action O+

N ↷ SN−1
R,+ .

Here, as usual in the present book, the word “quantum” refers to the general framework
of Gelfand duality. In the case of SN−1

R,+ , however, things are much more concrete, because
in analogy with what happens in the classical case, we have an embedding of algebras as
follows, after GNS construction with respect to the Haar functional:

C(SN−1
R,+ ) ⊂ C(O+

N) , xi = u1i

Thus, the integration questions over SN−1
R,+ correspond to integration questions over

O+
N , and we have the following result, that we basically know from chapter 2:

Theorem 4.37. For the free sphere SN−1
R,+ , the rescaled coordinates

yi =
√
Nxi

become semicircular and free, in the N →∞ limit.

Proof. By using the above identification xi = u1i, the Weingarten formula for O+
N

gives a Weingarten formula for SN−1
R,+ , and together with the standard fact that the Gram

matrix, and hence the Weingarten matrix too, is asymptotically diagonal, this gives:∫
SN−1
R,+

xi1 . . . xik dx ≃ N−k/2
∑

σ∈NC2(k)

δσ(i1, . . . , ik)

With this formula in hand, we can compute the asymptotic moments of each coordinate
xi. Indeed, by setting i1 = . . . = ik = i, all Kronecker symbols are 1, and we obtain:∫

SN−1
R,+

xki dx ≃ N−k/2|NC2(k)|

Thus the rescaled coordinates yi =
√
Nxi become semicircular in the N →∞ limit, as

claimed. As for the asymptotic freeness result, this follows as well from the above general
joint moment estimate, via standard free probability theory. See [4]. □

The problem now, which is highly non-trivial, is that of computing the moments of
the coordinates of the free sphere at fixed values of N ∈ N. The answer here, from [17],
based on advanced quantum group and calculus techniques, is as follows:
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Theorem 4.38. The moments of the free hyperspherical law are given by∫
SN−1
R,+

x2l1 dx =
1

(N + 1)l
· q + 1

q − 1
· 1

l + 1

l+1∑
r=−l−1

(−1)r
(

2l + 2
l + r + 1

)
r

1 + qr

where q ∈ [−1, 0) is such that q + q−1 = −N .

Proof. This is something quite technical, as follows:

(1) To any F ∈ GLN(R) satisfying F 2 = 1 we associate the following algebra:

C(O+
F ) = C∗

(
(uij)i,j=1,...,N

∣∣∣u = FūF = unitary
)

Observe that we have O+
IN

= O+
N . In general, the above algebra satisfies Woronowicz’s

generalized axioms in [98], which do not include the strong antipode axiom S2 = id.

(2) At N = 2, up to a trivial equivalence relation on the matrices F , and on the
quantum groups O+

F , we can assume that F is as follows, with q ∈ [−1, 0):

F =

(
0

√
−q

1/
√
−q 0

)
Our claim is that for this matrix F we have an identification O+

F = SU q
2 . Indeed, the

relations u = FūF tell us that u must be of the following form:

u =

(
α −qγ∗
γ α∗

)
Thus C(O+

F ) is the universal algebra generated by two elements α, γ, with the relations
making the above matrix u unitary. But these unitarity conditions are as follows:

αγ = qγα , αγ∗ = qγ∗α , γγ∗ = γ∗γ

α∗α + γ∗γ = 1 , αα∗ + q2γγ∗ = 1

We recognize here the relations in [98] defining the algebra C(SU q
2 ), and it follows

that we have an isomorphism of Hopf C∗-algebras, as follows:

C(O+
F ) ≃ C(SU q

2 )

(3) Now back to the general case, let us try to understand the integration over O+
F .

Given a noncrossing pairing π ∈ NC2(2k) and an index i = (i1, . . . , i2k), we set:

δFπ (i) =
∏
s∈π

Fisl isr

Here the product is over all strings s = {sl ↷ sr} of π. Our claim is that the following
family of vectors, with π ∈ NC2(2k), spans the space of fixed vectors of u⊗2k:

ξπ =
∑
i

δFπ (i)ei1 ⊗ . . .⊗ ei2k
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Indeed, having ξ∩ fixed by u⊗2 is equivalent to assuming that u = FūF is unitary. By
using now the above vectors, we obtain the following Weingarten formula:∫

O+
F

ui1j1 . . . ui2kj2k =
∑
πσ

δFπ (i)δ
F
σ (j)WkN(π, σ)

(4) With these preliminaries in hand, let us start the computation. Let q ∈ [−1, 0) be
such that q + q−1 = −N . Our claim is that we have the following formula:∫

O+
N

φ(
√
N + 2uij) =

∫
SUq

2

φ(α + α∗ + γ − qγ∗)

Indeed, the moments of the variable on the left are given by:∫
O+

N

u2kij =
∑
πσ

WkN(π, σ)

On the other hand, the moments of the variable on the right, which in terms of the
fundamental corepresentation v = (vij) is given by w =

∑
ij vij, are given by:∫

SUq
2

w2k =
∑
ij

∑
πσ

δFπ (i)δ
F
σ (j)WkN(π, σ)

We deduce that w/
√
N + 2 has the same moments as uij, which proves our claim.

(5) In order to do now the computation over SU q
2 , we can use a matrix model due to

Woronowicz [98], where the standard generators α, γ are mapped as follows:

πu(α)ek =
√
1− q2kek−1 , πu(γ)ek = uqkek

Here u ∈ T is a parameter, and (ek) is the standard basis of l2(N). The point with
this representation is that it allows the computation of the Haar functional. Indeed, if D
is the diagonal operator given by D(ek) = q2kek, then the formula is as follows:∫

SUq
2

x = (1− q2)
∫
T
tr(Dπu(x))

du

2πiu

(6) Thus, the law of the variable that we are interested in is of the following form:∫
SUq

2

φ(α + α∗ + γ − qγ∗) = (1− q2)
∫
T
tr(Dφ(M))

du

2πiu

To be more precise, this formula holds indeed, with:

M(ek) = ek+1 + qk(u− qu−1)ek + (1− q2k)ek−1

The point now is that the integral on the right can be computed, by using advanced
calculus methods, and this gives the result. We refer here to [17]. □

For more regarding the above, including open problems, we refer to [12], [17].
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4e. Exercises

Things have been quite technical in this chapter, especially towards the end, and our
exercises here will focus on the first part, which is more elementary. First, we have:

Exercise 4.39. Write down a complete, elementary proof of

S+
M2

= SO3

and then unify this with the other such result that we have, namely S+
3 = S3.

This is something quite tricky, the key word here being “elementary”. Indeed, as we
have seen in the above, all this can be understood via representation theory.

Exercise 4.40. Come up with explicit constructions for the subgroups of

S+
4 = SO−1

3

and explain what the associated ADE diagrams should be.

This is again an instructive exercise, potentially leading you into a lot of interesting
mathematics. You will have to learn here first, as a preliminary exercise, more about
SU2, SO3 and their subgroups, with the theory here going under different names, with
the keywords being “ADE” and “McKay”. Then, get into the quantum group case, and
with a look into subfactors too, where there are many interesting things to be learned. In
what concerns us, we will be back to this, but only later in this book.

Exercise 4.41. Perform a study of the group dual subgroups

Γ̂ ⊂ S+
Z

in the homogeneous space case, where Z =MK × {1, . . . , L}.

We will be back to such subgroup questions later on, when analyzing the quantum
subgroups G ⊂ S+

Z coming from the finite quantum graphs with vertex set Z.

Exercise 4.42. Meditate about the lack of relationship between SN , ON , as opposed
to the relationship between S+

N , O
+
N , explained above. Would you consider, in view of this,

that the free world is simpler than the classical one?

This looks more like a philosophy exercise, but philosophy is important too. You need
good motivations for staying up late doing math computations, and personally, my belief
that the answer to the above question is “yes” has always motivated me.



Part II

Quantum reflections



I’m gonna make me a good sharp axe
Shining steel tempered in the fire

I’ll chop you down like an old dead tree
Dirty old town, dirty old town



CHAPTER 5

Finite graphs

5a. Finite graphs

In the classical case, many interesting permutation groups G ⊂ SN appear as sym-
metry groups G(X) of the graphs X having N vertices. In analogy with this, many
interesting examples of quantum permutation groups G ⊂ S+

N appear as particular cases
of the following general construction from [3], involving finite graphs:

Proposition 5.1. Given a finite graph X, with adjacency matrix d ∈ MN(0, 1), the
following construction produces a quantum permutation group,

C(G+(X)) = C(S+
N)
/〈

du = ud
〉

whose classical version G(X) is the usual automorphism group of X.

Proof. The fact that we have a quantum group comes from the fact that du = ud
reformulates as d ∈ End(u), which makes it clear that we are dividing by a Hopf ideal.
Regarding the second assertion, we must establish here the following equality:

C(G(X)) = C(SN)
/〈

du = ud
〉

For this purpose, recall that we have uij(σ) = δσ(j)i. We therefore obtain:

(du)ij(σ) =
∑
k

dikukj(σ) =
∑
k

dikδσ(j)k = diσ(j)

(ud)ij(σ) =
∑
k

uik(σ)dkj =
∑
k

δσ(k)idkj = dσ−1(i)j

Thus du = ud reformulates as dij = dσ(i)σ(j), which gives the result. □

Let us work out some basic examples. We have the following result:

Proposition 5.2. The construction X → G+(X) has the following properties:

(1) For the N-point graph, having no edges at all, we obtain S+
N .

(2) For the N-simplex, having edges everywhere, we obtain as well S+
N .

(3) We have G+(X) = G+(Xc), where Xc is the complementary graph.
(4) For a disconnected union, we have G+(X) ∗̂G+(Y ) ⊂ G+(X ⊔ Y ).
(5) For the square, we obtain a non-classical, proper subgroup of S+

4 .

107
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Proof. All these results are elementary, the proofs being as follows:

(1) This follows from definitions, because here we have d = 0.

(2) Here d = I − 1, where I is the all-one matrix, and the magic condition gives
uI = Iu = NI. We conclude that du = ud is automatic, and so G+(X) = S+

N .

(3) The adjacency matrices of X,Xc being related by the following formula:

dX + dXc = I− 1

By using now the above formula uI = Iu = NI, we conclude that dXu = udX is
equivalent to dXcu = udXc . Thus, we obtain, as claimed, G+(X) = G+(Xc).

(4) The adjacency matrix of a disconnected union is given by:

dX⊔Y = diag(dX , dY )

Now let w = diag(u, v) be the fundamental corepresentation of G+(X) ∗̂G+(Y ). Then
dXu = udX and dY v = vdY , and we obtain, as desired, dX⊔Yw = wdX⊔Y .

(5) We know from (3) that we have G+(□) = G+(| |). We know as well from (4) that
we have Z2 ∗̂Z2 ⊂ G+(| |). It follows that G+(□) is non-classical. Finally, the inclusion
G+(□) ⊂ S+

4 is indeed proper, because S4 ⊂ S+
4 does not act on the square. □

In order to further advance, and to explicitely compute various quantum automor-
phism groups, we can use the spectral decomposition of d, as follows:

Theorem 5.3. A closed subgroup G ⊂ S+
N acts on a graph X precisely when

Pλu = uPλ , ∀λ ∈ R
where d =

∑
λ λ · Pλ is the spectral decomposition of the adjacency matrix of X.

Proof. Since d ∈MN(0, 1) is a symmetric matrix, we can consider indeed its spectral
decomposition, d =

∑
λ λ · Pλ, and we have the following formula:

< d >= span
{
Pλ

∣∣∣λ ∈ R
}

Thus d ∈ End(u) when Pλ ∈ End(u) for all λ ∈ R, which gives the result. □

In order to exploit Theorem 5.3, we will often combine it with the following fact:

Proposition 5.4. Given a closed subgroup G ⊂ S+
N , with associated coaction

Φ : CN → CN ⊗ C(G) , ei →
∑
j

ej ⊗ uji

and a linear subspace V ⊂ CN , the following are equivalent:

(1) The magic matrix u = (uij) commutes with PV .
(2) V is invariant, in the sense that Φ(V ) ⊂ V ⊗ C(G).
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Proof. Let P = PV . For any i ∈ {1, . . . , N} we have the following formula:

Φ(P (ei)) = Φ

(∑
k

Pkiek

)
=
∑
jk

Pkiej ⊗ ujk =
∑
j

ej ⊗ (uP )ji

On the other hand the linear map (P ⊗ id)Φ is given by a similar formula:

(P ⊗ id)(Φ(ei)) =
∑
k

P (ek)⊗ uki =
∑
jk

Pjkej ⊗ uki =
∑
j

ej ⊗ (Pu)ji

Thus uP = Pu is equivalent to ΦP = (P ⊗ id)Φ, and the conclusion follows. □

As an application of the above results, we have the following computation:

Theorem 5.5. The quantum automorphism group of the N-cycle is, at N ̸= 4:

G+(X) = DN

However, at N = 4 we have D4 ⊂ G+(X) ⊂ S+
4 , with proper inclusions.

Proof. We know from Proposition 5.2, and from SN = S+
N at N ≤ 3, that the various

assertions hold indeed at N ≤ 4. So, assume N ≥ 5. Given a N -th root of unity, wN = 1,
the vector ξ = (wi) is an eigenvector of d, with eigenvalue as follows:

λ = w + wN−1

Now by taking w = e2πi/N , it follows that the are eigenvectors of d are:

1, f, f 2, . . . , fN−1

More precisely, the invariant subspaces of d are as follows, with the last subspace
having dimension 1 or 2 depending on the parity of N :

C1, Cf ⊕ CfN−1, Cf 2 ⊕ CfN−2, . . .

Assuming G ⊂ G+(X), consider the coaction Φ : CN → CN ⊗ C(G), and write:

Φ(f) = f ⊗ a+ fN−1 ⊗ b
By taking the square of this equality we obtain:

Φ(f 2) = f 2 ⊗ a2 + fN−2 ⊗ b2 + 1⊗ (ab+ ba)

It follows that ab = −ba, and that Φ(f 2) is given by the following formula:

Φ(f 2) = f 2 ⊗ a2 + fN−2 ⊗ b2

By multiplying this with Φ(f) we obtain the following formula:

Φ(f 3) = f 3 ⊗ a3 + fN−3 ⊗ b3 + fN−1 ⊗ ab2 + f ⊗ ba2

Now since N ≥ 5 implies that 1, N − 1 are different from 3, N − 3, we must have
ab2 = ba2 = 0. By using this and ab = −ba, we obtain by recurrence on k that:

Φ(fk) = fk ⊗ ak + fN−k ⊗ bk
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In particular at k = N − 1 we obtain the following formula:

Φ(fN−1) = fN−1 ⊗ aN−1 + f ⊗ bN−1

On the other hand we have f ∗ = fN−1, so by applying ∗ to Φ(f) we get:

Φ(fN−1) = fN−1 ⊗ a∗ + f ⊗ b∗

Thus a∗ = aN−1 and b∗ = bN−1. Together with ab2 = 0 this gives:

(ab)(ab)∗ = abb∗a∗ = abNaN−1 = (ab2)bN−2aN−1 = 0

From positivity we get from this ab = 0, and together with ab = −ba, this shows that
a, b commute. On the other hand C(G) is generated by the coefficients of Φ, which are
powers of a, b, and so C(G) must be commutative, and we obtain the result. □

The above result is quite suprising, but we will be back to this, with a more conceptual
explanation for the fact that the square □ has quantum symmetry. Back to theory now,
we have the following useful result from [3], complementary to Theorem 5.3:

Theorem 5.6. Given a matrix p ∈MN(C), consider its “color” decomposition

p =
∑
c∈C

c · pc

with the color components pc ∈MN(0, 1) with c ∈ C being constructed as follows:

(pc)ij =

{
1 if pij = c

0 otherwise

Then a magic matrix u = (uij) commutes with p iff it commutes with all matrices pc.

Proof. Consider the multiplication and counit maps of the algebra CN :

M : ei ⊗ ej → eiej , C : ei → ei ⊗ ei
Since M,C intertwine u, u⊗2, their iterations M (k), C(k) intertwine u, u⊗k, and so:

M (k)p⊗kC(k) =
∑
c∈C

ckpc ∈ End(u)

Now since this formula holds for any k ∈ N, we obtain the result. □

The above general results can be combined, and we are led to the following statement:

Theorem 5.7. A closed subgroup G ⊂ S+
N acts on a graph X precisely when

u = (uij)

commutes with all the matrices coming from the color-spectral decomposition of d.

Proof. This follows by combining Theorem 5.3 and Theorem 5.6, with the “color-
spectral” decomposition in the statement referring to what comes out by succesively doing
the color and spectral decomposition, until the process stabilizes. □
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All this might seem in need of some further discussion. In answer to this, the point is
that we are in fact doing planar algebras. Following [3], we have indeed:

Theorem 5.8. The planar algebra associated to G+(X) is equal to the planar algebra
generated by d, viewed as a 2-box in the spin planar algebra SN , with N = |X|.

Proof. We recall from chapter 3 that any quantum permutation group G ⊂ S+
N

produces a subalgebra P ⊂ SN of the spin planar algebra, given by:

Pk = Fix(u⊗k)

In our case, the idea is that G = G+(X) comes via the relation d ∈ End(u), but we
can view this relation, via Frobenius duality, as a relation of the following type:

ξd ∈ Fix(u⊗2)

Indeed, let us view the adjacency matrix d ∈MN(0, 1) as a 2-box in SN , by using the
canonical identification between MN(C) and the algebra of 2-boxes SN(2):

(dij)↔
∑
ij

dij

(
i i
j j

)
Let P be the planar algebra associated to G+(X) and let Q be the planar algebra

generated by d. The action of u⊗2 on d viewed as a 2-box is given by:

u⊗2

(∑
ij

dij

(
i i
j j

))
=
∑
ijkl

dij

(
k k
l l

)
⊗ ukiulj =

∑
kl

(
k k
l l

)
⊗ (udut)kl

Since v is a magic unitary commuting with d we have:

udut = duut = d

But this means that d, viewed as a 2-box, is in the algebra P2 of fixed points of u⊗2.
Thus Q ⊂ P . As for P ⊂ Q, this follows from the duality found in chapter 3. □

As a conclusion to all this, the construction X → G+(X) is something quite interest-
ing. In analogy with the usual construction X → G(X), this often leads to the spectral
theory of X. And also, there are some interesting planar algebra aspects.

5b. The hypercube

Let us go back to the square □. This is naturally part of the series of N -cycles, but
Theorem 5.5 shows that, within this series, □ is an exceptional object. With the reason
for this coming somehow from the fact that the complement □c = | | is not connected.

We will discuss later this phenomenon, with a systematic study of the graphs of type
| |, which appear as products. Before that, however, let us try to compute G+(□), with
the tools that we have. Quite remarkably, the result here is as follows:
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Theorem 5.9. The quantum symmetry group of the N-hypercube is

G+(□N) = O−1
N

with the corresponding coaction map on the vertex set being given by

Φ : C∗(ZN2 )→ C∗(ZN2 )⊗ C(O−1
N ) , gi →

∑
j

gj ⊗ uji

via the standard identification □N = ẐN2 . In particular we have G+(□) = O−1
2 .

Proof. This result is from [11], with its N = 2 particular case, corresponding to the
last assertion, going back to [29], the idea being as follows:

(1) Our first claim is that □N is the Cayley graph of ZN2 =< τ1, . . . , τN >. Indeed,
the vertices of this latter Cayley graph are the products of the following form:

g = τ i11 . . . τ iNN

The sequence of 0-1 exponents defining such an element determines a point of RN ,
which is a vertex of the cube. Thus the vertices of the Cayley graph are the vertices of the
cube. Now regarding the edges, in the Cayley graph these are drawn between elements
g, h having the property g = hτi for some i. In terms of coordinates, the operation h→ hτi
means to switch the sign of the i-th coordinate, and to keep the other coordinates fixed.
In other words, we get in this way the edges of the cube, as desired.

(2) Our second claim is that, when identifying the vector space spanned by the vertices
of □N with the algebra C∗(ZN2 ), the eigenvectors and eigenvalues of □N are given by:

vi1...iN =
∑
j1...jN

(−1)i1j1+...+iN jN τ j11 . . . τ jNN

λi1...iN = (−1)i1 + . . .+ (−1)iN

Indeed, let us recall that the action of d on the functions on vertices is given by the
following formula, with q ∼ p standing for the fact that q, p are joined by an edge:

df(p) =
∑
q∼p

f(q)

Now by identifying the vertices with the the elements of ZN2 , hence the functions on
the vertices with the elements of the algebra C∗(ZN2 ), we get the following formula:

dv = τ1v + . . .+ τNv
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With vi1...iN as above, we have the following computation, which proves our claim:

dvi1...iN =
∑
s

τs
∑
j1...jN

(−1)i1j1+...+iN jN τ j11 . . . τ jNN

=
∑
s

∑
j1...jN

(−1)i1j1+...+iN jN τ j11 . . . τ js+1
s . . . τ jNN

=
∑
s

∑
j1...jN

(−1)is(−1)i1j1+...+iN jN τ j11 . . . τ jss . . . τ jNN

=
∑
s

(−1)is
∑
j1...jN

(−1)is(−1)i1j1+...+iN jN τ j11 . . . τ jNN

= λi1...iNvi1...iN

(3) We prove now that the quantum group O−1
N acts on the cube □N . For this purpose,

observe first that we have a map as follows:

Φ : C∗(ZN2 )→ C∗(ZN2 )⊗ C(O−1
N ) , τi →

∑
j

τj ⊗ uji

It is routine to check that for i1 ̸= i2 ̸= . . . ̸= il we have:

Φ(τi1 . . . τil) =
∑

j1 ̸=... ̸=jl

τj1 . . . τjl ⊗ uj1i1 . . . ujlil

In terms of eigenspaces Es of the adjacency matrix, this gives:

Φ(Es) ⊂ Es ⊗ C(O−1
N )

Thus Φ preserves the adjacency matrix of □N , so is a coaction on □N , as claimed.

(4) Conversely now, consider the universal coaction on the cube:

Ψ : C∗(ZN2 )→ C∗(ZN2 )⊗ C(G) , τi →
∑
j

τj ⊗ uji

By applying Ψ to the relation τiτj = τjτi we get utu = 1, so the matrix u = (uij) is
orthogonal. By applying Ψ to the relation τ 2i = 1 we get:

1⊗
∑
k

u2ki +
∑
k<l

τkτl ⊗ (ukiuli + uliuki) = 1⊗ 1

This gives ukiuli = −uliuki for i ̸= j, k ̸= l, and by using the antipode we get
uikuil = −uiluik for k ̸= l. Also, by applying Ψ to τiτj = τjτi with i ̸= j we get:∑

k<l

τkτl ⊗ (ukiulj + uliukj) =
∑
k<l

τkτl ⊗ (ukjuli + uljuki)

It follows that for i ̸= j and k ̸= l, we have:

ukiulj + uliukj = ukjuli + uljuki
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In other words, we have [uki, ulj] = [ukj, uli]. By using the antipode we get [ujl, uik] =
[uil, ujk]. Now by combining these relations we get:

[uil, ujk] = [uik, ujl] = [ujk, uil] = −[uil, ujk]

Thus [uil, ujk] = 0, so the elements uij satisfy the relations for C(O−1
N ), as desired. □

Our purpose now is to understand which representation of ON produces by twisting
the magic representation of O−1

N . In order to solve this question, we will need:

Proposition 5.10. The Fourier transform over ZN2 is the map

α : C(ZN2 )→ C∗(ZN2 ) , δ
g
i1
1 ...g

iN
N
→ 1

2N

∑
j1...jN

(−1)<i,j>gj11 . . . g
jN
N

with the usual convention < i, j >=
∑

k ikjk, and its inverse is the map

β : C∗(ZN2 )→ C(ZN2 ) , gi11 . . . g
iN
N →

∑
j1...jN

(−1)<i,j>δ
g
j1
1 ...g

jN
N

with all the exponents being binary, i1, . . . , iN , j1, . . . , jN ∈ {0, 1}.

Proof. Observe first that the group ZN2 can be written as follows:

ZN2 =
{
gi11 . . . g

iN
N

∣∣∣i1, . . . , iN ∈ {0, 1}}
Thus both α, β are well-defined, and it is elementary to check that both are morphisms

of algebras. Also, we have αβ = βα = id, coming from the following standard formula:

1

2N

∑
j1...jN

(−1)<i,j> =
N∏
k=1

(
1

2

∑
jr

(−1)irjr
)

= δi0

Thus we have indeed a pair of inverse Fourier morphisms, as claimed. □

By using now these Fourier transforms, we obtain following result:

Proposition 5.11. The magic unitary for the embedding O−1
N ⊂ S+

2N
is given by

wi1...iN ,k1...kN =
1

2N

∑
j1...jN

∑
b1...bN

(−1)<i+kb,j>
(

1

N

)#(0∈j)

uj11b1 . . . u
jN
NbN

where kb = (kb1 , . . . , kbN ), with respect to multi-indices i, k ∈ {0, 1}N as above.
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Proof. By composing the coaction map Φ from Theorem 5.9 with the above Fourier
transform isomorphisms α, β, we have a diagram as follows:

C∗(ZN2 )
Φ // C∗(ZN2 )⊗ C(O−1

N )

β⊗id

��

C(ZN2 )

α

OO

Ψ // C(ZN2 )⊗ C(O−1
N )

In order to compute the composition on the bottom Ψ, we first recall from Theorem
5.9 that the coaction map Φ is defined by the following formula:

Φ(gb) =
∑
a

ga ⊗ uab

Now by making products of such quantities, we obtain the following global formula
for Φ, valid for any exponents i1, . . . , iN ∈ {1, . . . , N}:

Φ(gi11 . . . g
iN
N ) =

(
1

N

)#(0∈i) ∑
b1...bN

gi1b1 . . . g
iN
bN
⊗ ui11b1 . . . u

iN
NbN

The term on the right can be put in “standard form” as follows:

gi1b1 . . . g
iN
bN

= g
∑

bx=1 ix
1 . . . g

∑
bx
ix

N

We therefore obtain the following formula for the coaction map Φ:

Φ(gi11 . . . g
iN
N ) =

(
1

N

)#(0∈i) ∑
b1...bN

g
∑

bx=1 ix
1 . . . g

∑
bx=N ix

N ⊗ ui11b1 . . . u
iN
NbN

Now by applying the Fourier transforms, we obtain the following formula:

Ψ(δ
g
i1
1 ...g

iN
N
)

= (β ⊗ id)Φ

(
1

2N

∑
j1...jN

(−1)<i,j>gj11 . . . g
jN
N

)

=
1

2N

∑
j1...jN

∑
b1...bN

(−1)<i,j>
(

1

N

)#(0∈j)

β
(
g
∑

bx=1 jx
1 . . . g

∑
bx=N jx

N

)
⊗ uj11b1 . . . u

jN
NbN
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By using now the formula of β from Proposition 5.10, we obtain:

Ψ(δ
g
i1
1 ...g

iN
N
) =

1

2N

∑
j1...jN

∑
b1...bN

∑
k1...kN

(
1

N

)#(0∈j)

(−1)<i,j>(−1)<(
∑

bx=1 jx,...,
∑

bx=N jx),(k1,...,kN )>

δ
g
k1
1 ...g

kN
N

⊗ uj11b1 . . . u
jN
NbN

Now observe that, with the notation kb = (kb1 , . . . , kbN ), we have:〈(∑
bx=1

jx, . . . ,
∑
bx=N

jx

)
, (k1, . . . , kN)

〉
=< j, kb >

Thus, we obtain the following formula for our map Ψ:

Ψ(δ
g
i1
1 ...g

iN
N
) =

1

2N

∑
j1...jN

∑
b1...bN

∑
k1...kN

(−1)<i+kb,j>
(

1

N

)#(0∈j)

δ
g
k1
1 ...g

kN
N

⊗ uj11b1 . . . u
jN
NbN

But this gives the formula in the statement for the corresponding magic unitary, with
respect to the basis {δ

g
i1
1 ...g

iN
N
} of the algebra C(ZN2 ), and we are done. □

We can now solve our original question, namely understanding where the magic rep-
resentation of O−1

N really comes from, with the following final answer to it:

Theorem 5.12. The magic representation of O−1
N , coming from its action on the

N-cube, corresponds to the antisymmetric representation of ON , via twisting.

Proof. This follows from the formula of w in Proposition 5.11, by computing the
character, and then interpreting the result via twisting, as follows:

(1) By applying the trace to the formula of w, we obtain:

χ =
∑
j1...jN

∑
b1...bN

(
1

2N

∑
i1...iN

(−1)<i+ib,j>
)(

1

N

)#(0∈j)

uj11b1 . . . u
jN
NbN

(2) By computing the Fourier sum in the middle, we are led to the following formula,
with binary indices j1, . . . , jN ∈ {0, 1}, and plain indices b1, . . . , bN ∈ {1, . . . , N}:

χ =
∑
j1...jN

∑
b1...bN

(
1

N

)#(0∈j)

δj1,
∑

bx=1 jx
. . . δjN ,

∑
bx=N jxu

j1
1b1
. . . ujNNbN

(3) With the notation r = #(1 ∈ j) we obtain a decomposition as follows:

χ =
N∑
r=0

χr
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To be more precise, the variables χr are as follows:

χr =
1

NN−r

∑
#(1∈j)=r

∑
b1...bN

δj1,
∑

bx=1 jx
. . . δjN ,

∑
bx=N jxu

j1
1b1
. . . ujNNbN

(4) Consider now the set A ⊂ {1, . . . , N} given by:

A = {a|ja = 1}
The binary multi-indices j ∈ {0, 1}N satisfying #(1 ∈ j) = r being in bijection with

such subsets A, satisfying |A| = r, we can replace the sum over j with a sum over such
subsets A. We obtain a formula as follows, where j is the index corresponding to A:

χr =
1

NN−r

∑
|A|=r

∑
b1...bN

δj1,
∑

bx=1 jx
. . . δjN ,

∑
bx=N jx

∏
a∈A

uaba

(5) Let us identify b with the corresponding function b : {1, . . . , N} → {1, . . . , N}, via
b(a) = ba. Then for any p ∈ {1, . . . , N} we have:

δjp,
∑

bx=p jx
= 1 ⇐⇒ |b−1(p) ∩ A| = χA(p) (mod 2)

We conclude that the multi-indices b ∈ {1, . . . , N}N which effectively contribute to
the sum are those coming from the functions satisfying b < A. Thus, we have:

χr =
1

NN−r

∑
|A|=r

∑
b<A

∏
a∈A

uaba

(6) We can further split each χr over the sets A ⊂ {1, . . . , N} satisfying |A| = r. The
point is that for each of these sets we have:

1

NN−r

∑
b<A

∏
a∈A

uaba =
∑
σ∈SA

N

∏
a∈A

uaσ(a)

Thus, the magic character of O−1
N splits as χ =

∑N
r=0 χr, the components being:

χr =
∑
|A|=r

∑
σ∈SA

N

∏
a∈A

uaσ(a)

(7) The twisting operation ON → O−1
N makes correspond the following products:

ε(σ)
∏
a∈A

uaσ(a) →
∏
a∈A

uaσ(a)

Now by summing over sets A and permutations σ, we conclude that the twisting
operation ON → O−1

N makes correspond the following quantities:∑
|A|=r

∑
σ∈SA

N

ε(σ)
∏
a∈A

uaσ(a) →
∑
|A|=r

∑
σ∈SA

N

∏
a∈A

uaσ(a)

Thus, we are led to the conclusion in the statement. □
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5c. Product operations

We discuss now the behavior of the operation X → G+(X) under taking various
products of graphs. We use the notation X = (X,∼), where the X on the right is the set
of vertices, and where we write i ∼ j when i, j are connected by an edge. We have:

Definition 5.13. Let X, Y be two finite graphs.

(1) The direct product X × Y has vertex set X × Y , and edges:

(i, α) ∼ (j, β)⇐⇒ i ∼ j, α ∼ β

(2) The Cartesian product X □Y has vertex set X × Y , and edges:

(i, α) ∼ (j, β)⇐⇒ i = j, α ∼ β or i ∼ j, α = β

(3) The lexicographic product X ◦ Y has vertex set X × Y , and edges:

(i, α) ∼ (j, β)⇐⇒ α ∼ β or α = β, i ∼ j

The direct product X × Y is the usual one in a categorical sense. The Cartesian
product X □Y is quite natural too from a geometric viewpoint, for instance because a
product by a segment gives a prism. As for the lexicographic product X ◦ Y , this is
something interesting too, obtained by putting a copy of X at each vertex of Y .

The above products are all well-known in graph theory, and at the level of symmetry
groups, we have some straightforward embeddings, as follows:

G(X)×G(Y ) ⊂ G(X × Y )

G(X)×G(Y ) ⊂ G(X □Y )

G(X) ≀G(Y ) ⊂ G(X ◦ Y )

Following [7], these embeddings have the following quantum analogues, using the
various product operations constructed in chapter 1 and chapter 4:

Proposition 5.14. We have embeddings as follows,

G+(X)×G+(Y ) ⊂ G+(X × Y )

G+(X)×G+(Y ) ⊂ G+(X □Y )

G+(X) ≀∗ G+(Y ) ⊂ G+(X ◦ Y )

with the operation ≀∗ being a free wreath product.

Proof. All the assertions are elementary, coming from definitions, as follows:

(1) We use the following identification, given by δ(i,α) = δi ⊗ δα:
C(X × Y ) = C(X)⊗ C(Y )

The adjacency matrix of the direct product is then given by:

dX×Y = dX ⊗ dY
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Thus if u commutes with dX and v commutes with dY , then u⊗ v = (uijvαβ)(iα,jβ) is
a magic unitary that commutes with dX×Y . But this gives a morphism as follows:

C(G+(X × Y ))→ C(G+(X)×G+(Y ))

Finally, the surjectivity of this morphism follows by summing over i and β.

(2) The proof here is nearly identical to the one of (1). Indeed, with the identification
there, the adjacency matrix of the Cartesian product is given by:

dX □Y = dX ⊗ 1 + 1⊗ dY
Thus if u commutes with dX and v commutes with dY , then u⊗ v = (uijvαβ)(iα,jβ) is

a magic unitary that commutes with dX □Y , and this gives the result.

(3) With the same identification as before, namely δ(i,α) = δi ⊗ δα, the adjacency
matrix of the lexicographic product X ◦ Y is given by:

dX◦Y = dX ⊗ 1 + I⊗ dY
Now let u, v be the magic unitary matrices of G+(X), G+(Y ). The magic unitary

matrix of G+(X) ≀∗ G+(Y ) is then given by:

wia,jb = u
(a)
ij vab

Since u, v commute with dX , dY , we get that w commutes with dX◦Y . But this gives
the desired morphism, and the surjectivity follows by summing over i and b. □

The problem now is that of deciding when the embeddings in Proposition 5.14 are
isomorphisms. This is something non-trivial, even at the level of the classical symmetry
groups, and the results here will be quite technical. Following [7], we first have:

Theorem 5.15. Let X and Y be finite connected regular graphs. If their spectra {λ}
and {µ} do not contain 0 and satisfy

{λi/λj} ∩ {µk/µl} = {1}

then G+(X × Y ) = G+(X)×G+(Y ). Also, if their spectra satisfy

{λi − λj} ∩ {µk − µl} = {0}

then G+(X □Y ) = G+(X)×G+(Y ).

Proof. Let λ1 be the valence of X. Since X is regular we have λ1 ∈ Sp(X), with 1 as
eigenvector, and since X is connected λ1 has multiplicity 1. Hence if P1 is the orthogonal
projection onto C1, the spectral decomposition of dX is of the following form:

dX = λ1P1 +
∑
i ̸=1

λiPi
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We have a similar formula for the adjacency matrix dY , namely:

dY = µ1Q1 +
∑
j ̸=1

µjQj

This gives the following formulae for products:

dX×Y =
∑
ij

(λiµj)Pi ⊗Qj , dX □Y =
∑
i,j

(λi + µi)Pi ⊗Qj

Here the projections form partitions of unity, and the scalar are distinct, so these are
spectral decompositions. The coactions will commute with any of the spectral projections,
and hence with both P1 ⊗ 1, 1⊗Q1. In both cases the universal coaction v is the tensor
product of its restrictions to the images of P1 ⊗ 1, 1⊗Q1, which gives the result. □

Regarding the lexicographic products, we have the following result, also from [7]:

Theorem 5.16. Let X, Y be regular graphs, with X connected. If their spectra {λi}
and {µj} satisfy the condition

{λ1 − λi | i ̸= 1} ∩ {−nµj} = ∅
where n and λ1 are the order and valence of X, then G+(X ◦ Y ) = G+(X) ≀∗ G+(Y ).

Proof. We denote by Pi, Qj the spectral projections corresponding to λi, µj. Since
X is connected we have P1 = I/n, and we obtain:

dX◦Y = dX ⊗ 1 + I⊗ dY

=

(∑
i

λiPi

)
⊗

(∑
j

Qj

)
+ (nP1)⊗

(∑
i

µjQj

)
=

∑
j

(λ1 + nµj)(P1 ⊗Qj) +
∑
i ̸=1

λi(Pi ⊗ 1)

In this formula the projections form a partition of unity and scalars are distinct, so
this is the spectral decomposition of dX◦Y . Now let W be the universal magic matrix for
X ◦ Y . Then W must commute with all spectral projections, and in particular:

[W,P1 ⊗Qj] = 0

Summing over j gives [W,P1 ⊗ 1] = 0, so 1 ⊗ C(Y ) is invariant under the coaction.
The corresponding restriction of W gives a coaction of G+(X ◦ Y ) on 1⊗ C(Y ), say:

W (1⊗ ea) =
∑
b

1⊗ eb ⊗ yba

Here y is a magic unitary. On the other hand we can write:

W (ei ⊗ 1) =
∑
jb

ej ⊗ eb ⊗ xbji
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By multiplying by the previous relation we get:

W (ei ⊗ ea) =
∑
jb

ej ⊗ eb ⊗ ybaxbji =
∑
jb

ej ⊗ eb ⊗ xbjiyba

This shows that coefficients of W are of the following form:

Wjb,ia = ybax
b
ji = xbjiyba

Consider now the matrix xb = (xbij). Since W is a morphism of algebras, each row of

xb is a partition of unity. Also using the antipode, we have

S

(∑
j

xbji

)
= S

(∑
ja

xbjiyba

)
= S

(∑
ja

Wjb,ia

)
=

∑
ja

Wia,jb =
∑
ja

xaijyab

=
∑
a

yab = 1

Thus xb is magic. We check now that xa, y commute with dX , dY . We have:

(dX◦Y )ia,jb = (dX)ijδab + (dY )ab

Thus the two products between W and dX◦Y are given by:

(WdX◦Y )ia,kc =
∑
j

Wia,jc(dX)jk +
∑
jb

Wia,jb(dY )bc

(dX◦YW )ia,kc =
∑
j

(dX)ijWja,kc +
∑
jb

(dY )abWjb,kc

Now since W commutes with dX◦Y , the terms on the right are equal, and by summing
over c we get: ∑

j

xaij(dX)jk +
∑
cb

yab(dY )bc =
∑
j

(dX)ijx
a
jk +

∑
cb

(dY )abybc

The second sums in both terms are equal to the valency of Y , so we get [xa, dX ] = 0.
Now once again from the formula coming from commutation of W with dX◦Y , we get
[y, dY ] = 0. Summing up, the coefficients of W are of the following form, where xb are
magic unitaries commuting with dX , and y is a magic unitary commuting with dY :

Wjb,ia = xbjiyba

But this gives a morphism C(G+(X) ≀∗ G+(Y )→ G+(X ◦ Y ) mapping u
(b)
ji → xbji and

vba → yba, which is inverse to the morphism in Proposition 5.14, as desired. □

As an application, we have the following result:
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Theorem 5.17. Given a connected graph X, and k ∈ N, we have the formulae

G(kX) = G(X) ≀ Sk , G+(kX) = G+(X) ≀∗ S+
k

where kX = X ⊔ . . . ⊔X is the k-fold disjoint union of X with itself.

Proof. The first formula is something well-known, which follows as well from the
second formula, by taking the classical version. Regarding now the second formula, it is
elementary to check that we have an inclusion as follows, for any finite graph X:

G+(X) ≀∗ S+
k ⊂ G+(kX)

Regarding now the reverse inclusion, which requires X to be connected, this follows
by doing some matrix analysis, by using the commutation with u. To be more precise, let
us denote by w the fundamental corepresentation of G+(kX), and set:

u
(a)
ij =

∑
b

wia,jb , vab =
∑
i

vab

It is then routine to check, by using the fact that X is indeed connected, that we have
here magic unitaries, as in the definition of the free wreath products. Thus, we obtain:

G+(kX) ⊂ G+(X) ≀∗ S+
k

But this gives the result, as a consequence of Theorem 5.16. See [7]. □

We are led in this way to the following result, from [11]:

Theorem 5.18. Consider the graph consisting of N segments.

(1) Its symmetry group is the hyperoctahedral group HN = Z2 ≀ SN .
(2) Its quantum symmetry group is the quantum group H+

N = Z2 ≀∗ S+
N .

Proof. Here the first assertion is clear from definitions, with the remark that the
relation with the formula HN = G(□N) comes by viewing the N segments as being the
[−1, 1] segments on each of the N coordinate axes of RN . Indeed, a symmetry of the
N -cube is the same as a symmetry of the N segments, and so, as desired:

G(□N) = Z2 ≀ SN
As for the second assertion, this follows from Theorem 5.17, applied to the segment

graph. Observe also that (2) implies (1), by taking the classical version. □

We will be back to quantum reflections later, in chapter 6 below, with a systematic
study of such quantum groups, and with some generalizations as well.

As an application of the above methods, as explained in [7], it is possible to compute
the quantum isometry groups of all vertex-transitive graphs of order ≤ 11, except for the
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Petersen graph. This latter graph P10, which is a famous graph, is as follows:

◦

◦ ◦ ◦

◦ ◦

◦ ◦

◦ ◦
In order to explain the computation for P10, done by Schmidt in [83], we will need a

number of preliminaries. Let us start with the following notion, from [29]:

Definition 5.19. The reduced quantum automorphism group of X is given by

C(G∗(X)) = C(G+(X))
/〈

uijukl = ukluij

∣∣∣∀i ∼ k, j ∼ l
〉

with i ∼ j standing as usual for the fact that i, j are connected by an edge.

As explained by Bichon in [29], the above construction produces indeed a quantum
group G∗(X), which sits as an intermediate subgroup, as follows:

G(X) ⊂ G∗(X) ⊂ G+(X)

There are many things that can be said about this construction, but in what concerns
us, we will rather use it as a technical tool. Following Schmidt [83], we have:

Proposition 5.20. Assume that a regular graph X is strongly regular, with parameters
λ = 0 and µ = 1, in the sense that:

(1) i ∼ j implies that i, j have λ common neighbors.
(2) i ̸∼ j implies that i, j have µ common neighbors.

The quantum group inclusion G∗(X) ⊂ G+(X) is then an isomorphism.

Proof. This is something quite tricky, the idea being as follows:

(1) First of all, regarding the statement, a graph is called regular, with valence k,
when each vertex has exactly k neighbors. Then we have the notion of strong regularity,
given by the conditions (1,2) in the statement. And finally we have the notion of strong
regularity with parameters λ = 0, µ = 1, that the statement is about, and with as main
example here P10, which is 3-regular, and strongly regular with λ = 0, µ = 1.

(2) Regarding now the proof, we must prove that the following commutation relation
holds, with u being the magic unitary of the quantum group G+(X):

uijukl = ukluij , ∀i ∼ k, j ∼ l
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But for this purpose, we can use the λ = 0, µ = 1 strong regularity of our graph, by
inserting some neighbors into our computation. To be more precise, we have:

uijukl = uijukl
∑
s∼l

uis

= uijukluij +
∑

s∼l,s ̸=j

uijukluis

= uijukluij +
∑

s∼l,s ̸=j

uij

(∑
a

uka

)
uis

= uijukluij +
∑

s∼l,s ̸=j

uijuis

= uijukluij

(3) But this gives the result. Indeed, we conclude from this that uijukl is self-adjoint,
and so, by conjugating, that we have uijukl = ukluij, as desired. □

In the particular case of the Petersen graph P10, which in addition is 3-regular, we can
further build on the above result, and still following Schmidt [83], we have:

Theorem 5.21. The Petersen graph has no quantum symmetry,

G+(P10) = G(P10) = S5

with S5 acting in the obvious way.

Proof. In view of Proposition 5.20, we must prove that the following commutation
relation holds, with u being the magic unitary of the quantum group G+(P10):

uijukl = ukluij , ∀i ̸∼ k, j ̸∼ l

We can assume i ̸= k, j ̸= l. Now if we denote by s, t the unique vertices having the
property i ∼ s, k ∼ s and j ∼ t, l ∼ t, a routine study shows that we have:

uijukl = uijustukl

With this in hand, if we denote by q the third neighbor of t, we obtain:

uijukl = uijustukl(uij + uil + uiq)

= uijustukluij + 0 + 0

= uijustukluij

= uijukluij

Thus uijukl is self-adjoint, and so uijukl = ukluij, as desired. □

As an application of all this, we have the following classification table from [7], im-
proved using [83], containing all vertex-transitive graphs of order ≤ 11 modulo comple-
mentation, with their classical and quantum symmetry groups:
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Order Graph Classical group Quantum group

2 K2 Z2 Z2

3 K3 S3 S3

4 2K2 H2 H+
2

4 K4 S4 S+
4

5 C5 D5 D5

5 K5 S5 S+
5

6 C6 D6 D6

6 2K3 S3 ≀ Z2 S3 ≀∗ Z2

6 3K2 H3 H+
3

6 K6 S6 S+
6

7 C7 D7 D7

7 K7 S7 S+
7

8 C8, C
+
8 D8 D8

8 P (C4) H3 S+
4 × Z2

8 2K4 S4 ≀ Z2 S+
4 ≀∗ Z2

8 2C4 H2 ≀ Z2 H+
2 ≀∗ Z2

8 4K2 H4 H+
4

8 K8 S8 S+
8

9 C9, C
3
9 D9 D9

9 K3 ×K3 S3 ≀ Z2 S3 ≀ Z2

9 3K3 S3 ≀ S3 S3 ≀∗ S3

9 K9 S9 S+
9

10 C10, C
2
10, C

+
10, P (C5) D10 D10

10 P (K5) S5 × Z2 S+
5 × Z2

10 C4
10 Z2 ≀D5 Z2 ≀∗D5

10 2C5 D5 ≀ Z2 D5 ≀∗ Z2

10 2K5 S5 ≀ Z2 S+
5 ≀∗ Z2

10 5K2 H5 H+
5

10 K10 S10 S+
10

10 P10 S5 S5

11 C11, C
2
11, C

3
11 D11 D11

11 K11 S11 S+
11

Here K denote the complete graphs, C the cycles with chords, and P stands for
prisms. Moreover, by using more advanced techniques, the above table can be considerably
extended. For more on all this, we refer to Schmidt’s papers [83], [84], [85].
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5d. Circulant graphs

Following [10], let us discuss now the case of the circulant graphs, which is quite
interesting, due to the fact that we can use the Fourier transform. We first have:

Definition 5.22. Associated to any circulant graph X having N vertices are:

(1) The set S ⊂ ZN given by i ∼X j ⇐⇒ j − i ∈ S.
(2) The group E ⊂ Z∗

N consisting of elements g such that gS = S.
(3) The number k = |E|, called type of X.

In what follows X will be a circulant graph having p vertices, with p prime. We denote
by ξ the column vector (1, w, w2, . . . , wp−1), where w = e2πi/p. We have:

Proposition 5.23. The eigenspaces of d are given by V0 = C1 and

Vx =
⊕
a∈E

C ξxa

with x ∈ Z∗
p. Moreover, we have Vx = Vy if and only if xE = yE.

Proof. Since d is circulant, we have d(ξx) = f(x)ξx, with f : Zp → C being:

f(x) =
∑
t∈S

wxt

Let K = Q(w) and let H be the Galois group of the Galois extension Q ⊂ K. We
have then a group isomorphism as follows:

Z∗
p ≃ H , x→ sx = [w → wx]

Also, we know from a theorem of Dedekind that the family {sx | x ∈ Z∗
p} is free in

EndQ(K). Now for x, y ∈ Z∗
p consider the following operator:

L =
∑
t∈S

sxt −
∑
t∈S

syt ∈ EndQ(K)

We have L(w) = f(x)− f(y), and since L commutes with the action of H, we have:

L = 0 ⇐⇒ L(w) = 0 ⇐⇒ f(x) = f(y)

By linear independence of the family {sx | x ∈ Z∗
p} we get:

f(x) = f(y) ⇐⇒ xS = yS ⇐⇒ xE = yE

It follows that d has precisely 1 + (p − 1)/k distinct eigenvalues, the corresponding
eigenspaces being those in the statement. □

Consider now a commutative ring (R,+, ·). We denote by R∗ the group of invertibles,
and we assume 2 ∈ R∗. A subgroup G ⊂ R∗ is called even if −1 ∈ G. We have:
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Definition 5.24. An even subgroup G ⊂ R∗ is called 2-maximal if, inside G:

a− b = 2(c− d) =⇒ a = ±b
We call a = b, c = d trivial solutions, and a = −b = c− d hexagonal solutions.

To be more precise, in what regards our terminology, consider the group G ⊂ C
formed by k-th roots of unity, with k even. An equation of the form a − b = 2(c − d)
with a, b, c, d ∈ G says that the diagonals a− b and c− d must be parallel, and that the
first one is twice as much as the second one. But this can happen only when a, c, d, b are
consecutive vertices of a regular hexagon, and here we have a+ b = 0.

The relation with our quantum symmetry considerations comes from:

Proposition 5.25. Assume that R has the property 3 ̸= 0, and consider a 2-maximal
subgroup G ⊂ R∗. Then, the following happen:

(1) 2, 3 ̸∈ G.
(2) a+ b = 2c with a, b, c ∈ G implies a = b = c.
(3) a+ 2b = 3c with a, b, c ∈ G implies a = b = c.

Proof. All these assertions are elementary, as follows:

(1) This follows from the following formulae, which cannot hold in G:

4− 2 = 2(2− 1) , 3− (−1) = 2(3− 1)

Indeed, the first one would imply 4 = ±2, and the second one would imply 3 = ±1.
But from 2 ∈ R∗ and 3 ̸= 0 we get 2, 4, 6 ̸= 0, contradiction.

(2) We have a − b = 2(c − b). For a trivial solution we have a = b = c, and for a
hexagonal solution we have a+ b = 0, hence c = 0, hence 0 ∈ G, contradiction.

(3) We have a − c = 2(c − b). For a trivial solution we have a = b = c, and for a
hexagonal solution we have a+ c = 0, hence b = −2a, hence 2 ∈ G, contradiction. □

We can now formulate a general non quantum symmetry result, as follows:

Theorem 5.26. A circulant graph X with a prime number p ≥ 5 of vertices, such
that the corresponding group E ⊂ Zp is 2-maximal, has no quantum symmetry.

Proof. We use Proposition 5.23, which ensures that V1, V2, V3 are eigenspaces of d.
By 2-maximality of E, these three eigenspaces are different. From eigenspace preservation
and 2-maximality we get formulae of the following type, with ra ∈ A = C(G+(X)):

α(ξ) =
∑
a∈E

ξa ⊗ ra , α(ξ2) =
∑
a∈E

ξ2a ⊗ r2a , α(ξ3) =
∑
a∈E

ξ3a ⊗ r3a

Our claim now is that for a ̸= b, we have the following key formula:

rar
3
b = 0
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Indeed, as explained in [10], this follows by examining the following equality:(∑
a∈E

ξa ⊗ ra

)(∑
b∈E

ξ2b ⊗ r2b

)
=
∑
c∈E

ξ3c ⊗ r3c

By using this key formula, we get by recurrence on s ≥ 3 that we have:

α
(
ξ1+s

)
=
∑
a∈E

ξ(1+s)a ⊗ r1+sa

But this gives r∗a = rp−1
a for any a, and now by using the key formula, we get:

(rarb)(rarb)
∗ = rarbr

∗
br

∗
a = rar

p
br

∗
a = (rar

3
b )(r

p−3
b r∗a) = 0

Thus rarb = rbra = 0. On the other hand, A is generated by coefficients of α, which
are in turn powers of elements ra. It follows that A is commutative, and we are done. □

Still following [10], we can now formulate a main result, as follows:

Theorem 5.27. A type k circulant graph having p >> k vertices, with p prime, has
no quantum symmetry.

Proof. This follows from Theorem 5.26 and some arithmetics, as follows:

(1) Let k be an even number, and consider the group of k-th roots of unity G =
{1, ζ, . . . , ζk−1}, where ζ = e2πi/k. By some standard arithmetics, G is 2-maximal in C.

(2) As a continuation of this, again by some standard arithmetics, for p > 6φ(k), with
φ being the Euler function, any subgroup E ⊂ Z∗

p of order k is 2-maximal.

(3) But this proves our result. Indeed, by using (2), we can apply Theorem 5.26
provided that we have p > 6φ(k), and our graph has no quantum symmetry, as desired. □

5e. Exercises

The constructions in this chapter produce many interesting examples of quantum
permutation groups, and we will keep studying them. As a first exercise, we have:

Exercise 5.28. Learn more about quantum symmetries of finite graphs, from Lupini,
Mančinska, Roberson, Schmidt et al., with a look into Musto-Reutter-Verdon too.

The idea here is that a lot of theory, going beyond what we can reasonably explain in
this book, has been recently developed by the above people, and their collaborators. We
will be back to this later, in this book, but only with some very basic results.

Exercise 5.29. Work out some theoretical generalizations of the no quantum symme-
try result for the N-cycle, in the N →∞ limit.

This is something that we already discussed in the above, with the comment that some
technology is available in the case where N is prime, and that all this is in need of some
further extensions, to the case where N is not necessarily prime.



CHAPTER 6

Quantum reflections

6a. Real reflections

In this chapter and in the next one, which are central to the present book, we discuss
the quantum reflection groups and their twisted analogues, following [2], [6], [11], [26]
and related papers. The material will be quite technical, and we will be here at the core
of modern quantum group theory. The point indeed is that, no matter what applications
of your quantum groups you are looking for, it is most likely that these applications will
come from a suitable quantum reflection group. Or at least, that is a common belief.

In order to get started, let us go back to the square graph problem. In order to present
the correct, final solution to it, the idea will be that of looking at G+(| |), which is equal
to G+(□). We recall from chapter 5 that we have the following result, from [11]:

Theorem 6.1. Consider the graph consisting of N segments.

(1) Its symmetry group is the hyperoctahedral group HN = Z2 ≀ SN .
(2) Its quantum symmetry group is the quantum group H+

N = Z2 ≀∗ S+
N .

Proof. This is something that we know, the idea being as follows:

(1) This is clear from definitions, and with the remark that HN appears as well as the
symmetry group of the hypercube, G(□N) = HN .

(2) This is something that we know from the previous chapter, and with the remark
that for the hypercube we obtain something different, G(□N) = O−1

N . □

Now back to the square, we have G+(□) = H+
2 , and our claim is that this is the

“good” and final formula. In order to prove this, we must work out the easiness theory
for HN , H

+
N , and find a compatibility there. We first have the following result:

Proposition 6.2. The algebra C(H+
N) can be presented in two ways, as follows:

(1) As the universal algebra generated by the entries of a 2N × 2N magic unitary
having the “sudoku” pattern w = (ab

b
a), with a, b being square matrices.

(2) As the universal algebra generated by the entries of a N × N orthogonal matrix
which is “cubic”, in the sense that uijuik = ujiuki = 0, for any j ̸= k.

As for C(HN), this has similar presentations, among the commutative algebras.

129
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Proof. We must prove that the algebras As, Ac coming from (1,2) coincide. We can
define a morphism Ac → As by the following formula:

φ(uij) = aij − bij
We construct now the inverse morphism. Consider the following elements:

αij =
u2ij + uij

2
, βij =

u2ij − uij
2

These are projections, and the following matrix is a sudoku unitary:

M =

(
(αij) (βij)
(βij) (αij)

)
Thus we can define a morphism As → Ac by the following formula:

ψ(aij) =
u2ij + uij

2
, ψ(bij) =

u2ij − uij
2

We check now the fact that ψ, φ are indeed inverse morphisms:

ψφ(uij) = ψ(aij − bij) =
u2ij + uij

2
−
u2ij − uij

2
= uij

As for the other composition, we have the following computation:

φψ(aij) = φ

(
u2ij + uij

2

)
=

(aij − bij)2 + (aij − bij)
2

= aij

A similar computation gives φψ(bij) = bij, as desired. As for the final assertion,
regarding C(HN), this follows from the above results, by taking classical versions. □

We can now work out the easiness property of HN , H
+
N , with respect to the cubic

representations, and we are led to the following result, from [11]:

Theorem 6.3. The quantum groups HN , H
+
N are both easy, as follows:

(1) HN corresponds to the category Peven.
(2) H+

N corresponds to the category NCeven.

Proof. This is something quite routine, the idea being as follows:

(1) We know that H+
N ⊂ O+

N appears via the cubic relations, namely:

uijuik = ujiuki = 0 , ∀j ̸= k

Our claim is that, in Tannakian terms, these relations reformulate as follows, with
H ∈ P (2, 2) being the 1-block partition, joining all 4 points:

TH ∈ End(u⊗2)

(2) In order to prove our claim, observe first that we have, by definition of TH :

TH(ei ⊗ ej) = δijei ⊗ ei
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With this formula in hand, we have the following computation:

THu
⊗2(ei ⊗ ej ⊗ 1) = TH

(∑
abij

eai ⊗ ebj ⊗ uaiubj

)
(ei ⊗ ej ⊗ 1)

= TH
∑
ab

ea ⊗ eb ⊗ uaiubj

=
∑
a

ea ⊗ ea ⊗ uaiuaj

On the other hand, we have as well the following computation:

u⊗2TH(ei ⊗ ej ⊗ 1) = δiju
⊗2(ei ⊗ ej ⊗ 1)

= δij

(∑
abij

eai ⊗ ebj ⊗ uaiubj

)
(ei ⊗ ej ⊗ 1)

= δij
∑
ab

ea ⊗ eb ⊗ uaiubi

We conclude that THu
⊗2 = u⊗2TH means that u is cubic, as desired.

(3) With our claim proved, we can go back to H+
N . Indeed, it follows from Tannakian

duality that this quantum group is easy, coming from the following category:

D =< H >= NCeven

(4) But this proves as well the result for HN . Indeed, since this group is the classical
version of H+

N , we have as desired easiness, the corresponding category being:

E =< NCeven, /\ >= Peven

Thus, we are led to the conclusions in the statement. □

As an immediate consequence of the above result, we have:

Theorem 6.4. The operation HN → H+
N is a liberation in the sense of easy quantum

groups, in the sense that the category of partitions for H+
N appears as

D+ = D ∩NC
with D being the category of partitions for HN .

Proof. We already know, from definitions, that HN → H+
N is a liberation, in the

sense that the classical version of H+
N is HN . However, by using Theorem 6.3, we can see

that much more is true, in the sense that HN → H+
N is an easy quantum group liberation,

as stated, and with this coming from NCeven = Peven ∩NC. □

We refer to [11] for more regarding the above results. In what concerns us, we will be
back to this in a moment, with some probabilistic consequences as well.
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6b. Complex reflections

The reflection groups HN and their liberations H+
N belong in fact to two remarkable

series, depending on a parameter s ∈ N ∪ {∞}, constructed as follows:

Hs
N = Zs ≀ SN , Hs+

N = Zs ≀∗ S+
N

We discuss now, following [6], [26], the algebraic and analytic structure of these latter
quantum groups. The main motivation comes from the cases s = 1, 2,∞, where we recover
respectively SN , S

+
N and HN , H

+
N , and the full reflection groups KN , K

+
N . Let us start with

a brief discussion concerning the classical case. The result that we will need is:

Proposition 6.5. The group Hs
N = Zs ≀SN of N×N permutation-like matrices having

as nonzero entries the s-th roots of unity is as follows:

(1) H1
N = SN is the symmetric group.

(2) H2
N = HN is the hyperoctahedral group.

(3) H∞
N = KN is the group of unitary permutation-like matrices.

Proof. Everything here is clear from definitions, and with permutation-like meaning
of course that each row and column contain exactly one nonzero entry. □

The free analogues of the reflection groups Hs
N can be constructed as follows:

Definition 6.6. The algebra C(Hs+
N ) is the universal C∗-algebra generated by N2

normal elements uij, subject to the following relations,

(1) u = (uij) is unitary,
(2) ut = (uji) is unitary,
(3) pij = uiju

∗
ij is a projection,

(4) usij = pij,

with Woronowicz algebra maps ∆, ε, S constructed by universality.

Here we allow the value s = ∞, with the convention that the last axiom simply
disappears in this case. Observe that at s < ∞ the normality condition is actually
redundant. This is because a partial isometry a subject to the relation aa∗ = as is
normal. As a first result now, making the connection with Hs

N , we have:

Theorem 6.7. We have an inclusion of quantum groups

Hs
N ⊂ Hs+

N

which is a liberation, in the sense that the classical version of Hs+
N , obtained by dividing

by the commutator ideal, is the group Hs
N .

Proof. This follows as before for ON ⊂ O+
N or for SN ⊂ S+

N , by using the Gelfand
theorem, applied to the quotient of C(Hs+

N ) by its commutator ideal. □

In analogy with the results from the real case, we have the following result:
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Proposition 6.8. The algebras C(Hs+
N ) with s = 1, 2,∞, and their presentation

relations in terms of the entries of the matrix u = (uij), are as follows:

(1) For C(H1+
N ) = C(S+

N), the matrix u is magic: all its entries are projections,
summing up to 1 on each row and column.

(2) For C(H2+
N ) = C(H+

N) the matrix u is cubic: it is orthogonal, and the products
of pairs of distinct entries on the same row or the same column vanish.

(3) For C(H∞+
N ) = C(K+

N) the matrix u is unitary, its transpose is unitary, and all
its entries are normal partial isometries.

Proof. This is something elementary, from [6], [26], the idea being as follows:

(1) This follows from definitions and from standard operator algebra tricks.

(2) This follows as well from definitions and standard operator algebra tricks.

(3) This is just a translation of the definition of C(Hs+
N ), at s =∞. □

Let us prove now that Hs+
N with s < ∞ is a quantum permutation group. For this

purpose, we must change the fundamental representation. Let us start with:

Definition 6.9. A (s,N)-sudoku matrix is a magic unitary of size sN , of the form

m =


a0 a1 . . . as−1

as−1 a0 . . . as−2

...
...

...
a1 a2 . . . a0


where a0, . . . , as−1 are N ×N matrices.

The basic examples of such matrices come from the group Hs
n. Indeed, with w = e2πi/s,

each of the N2 matrix coordinates uij : H
s
N → C takes values in the following set:

S = {0} ∪ {1, w, . . . , ws−1}
Thus, this coordinate function uij : H

s
N → C decomposes as follows:

uij =
s−1∑
r=0

wrarij

Here each arij is a function taking values in {0, 1}, and so a projection in the C∗-algebra
sense, and it follows from definitions that these projections form a sudoku matrix. With
this notion in hand, we have the following result, from [26]:

Theorem 6.10. The following happen:

(1) The algebra C(Hs
N) is isomorphic to the universal commutative C∗-algebra gen-

erated by the entries of a (s,N)-sudoku matrix.
(2) The algebra C(Hs+

N ) is isomorphic to the universal C∗-algebra generated by the
entries of a (s,N)-sudoku matrix.
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Proof. The first assertion follows from the second one, via Theorem 6.7. In order to
prove the second assertion, consider the universal algebra in the statement, namely:

A = C∗
(
apij

∣∣∣ (aq−pij

)
pi,qj

= (s,N)− sudoku
)

Consider also the algebra C(Hs+
N ). According to Definition 6.6, this is presented by

certain relations R, that we will call here level s cubic conditions:

C(Hs+
N ) = C∗

(
uij

∣∣∣ u = N ×N level s cubic
)

We will construct a pair of inverse morphisms between these algebras.

(1) Our first claim is that Uij =
∑

pw
−papij is a level s cubic unitary. Indeed, by using

the sudoku condition, the verification of (1-4) in Definition 6.6 is routine.

(2) Our second claim is that the elements Apij = 1
s

∑
r w

rpurij, with the convention

u0ij = pij, form a level s sudoku unitary. Once again, the proof here is routine.

(3) According to the above, we can define a morphism Φ : C(Hs+
N )→ A by the formula

Φ(uij) = Uij, and a morphism Ψ : A→ C(Hs+
N ) by the formula Ψ(apij) = Apij.

(4) We check now the fact that Φ,Ψ are indeed inverse morphisms:

ΨΦ(uij) =
∑
p

w−pApij

=
1

s

∑
p

w−p
∑
r

wrpurij

=
1

s

∑
pr

w(r−1)purij

= uij

As for the other composition, we have the following computation:

ΦΨ(apij) =
1

s

∑
r

wrpU r
ij

=
1

s

∑
r

wrp
∑
q

w−rqaqij

=
1

s

∑
q

aqij
∑
r

wr(p−q)

= apij

Thus we have an isomorphism C(Hs+
N ) = A, as claimed. □

We will need the following simple fact:
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Proposition 6.11. A sN × sN magic unitary commutes with the matrix

Σ =


0 IN 0 . . . 0
0 0 IN . . . 0
...

...
. . .

0 0 0 . . . IN
IN 0 0 . . . 0


if and only if it is a sudoku matrix in the sense of Definition 6.9.

Proof. This follows from the fact that commutation with Σ means that the matrix
is circulant. Thus, we obtain the sudoku relations from Definition 6.9. □

Now let Zs be the oriented cycle with s vertices, and consider the graph NZs consisting
of N disjoint copies of it. Observe that, with a suitable labeling of the vertices, the
adjacency matrix of this graph is the above matrix Σ. We obtain from this:

Theorem 6.12. We have the following results:

(1) Hs
N is the symmetry group of NZs.

(2) Hs+
N is the quantum symmetry group of NZs.

Proof. This is something elementary, the idea being as follows:

(1) This follows from definitions.

(2) This follows from Theorem 6.10 and Proposition 6.11, because the algebra C(Hs+
N )

is the quotient of the algebra C(S+
sN) by the relations making the fundamental corepre-

sentation commute with the adjacency matrix of NZs. □

Next in line, we must talk about wreath products. We have here:

Theorem 6.13. We have the following results:

(1) Hs
N = Zs ≀ SN .

(2) Hs+
N = Zs ≀∗ S+

N .

Proof. This follows from the following formulae, valid for any connected graph X,
and explained before, in chapter 5, applied to the graph Zs:

G(NX) = G(X) ≀ SN , G+(NX) = G+(X) ≀∗ S+
N

Alternatively, (1) follows from definitions, and (2) can be proved directly, by con-
structing a pair of inverse morphisms. For details here, we refer to [26]. □

Regarding now the easiness property of Hs
N , H

s+
N , we already know that this happens

at s = 1, 2. The point is that this happens at s =∞ too, the result being as follows:

Theorem 6.14. The quantum groups KN , K
+
N are easy, the corresponding categories

Peven ⊂ P , NCeven ⊂ NC

consisting of the partitions satisfying #◦ = #•, as a weighted equality, in each block.
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Proof. This is something which is routine, along the lines of the proof of Theorem
6.3, and for full details here, we refer to the paper [6]. □

More generally now, we have the following result, from [6]:

Theorem 6.15. The quantum groups Hs
N , H

s+
N are easy, the corresponding categories

P s ⊂ P , NCs ⊂ NC

consisting of partitions satisfying #◦ = # • (s), as a weighted sum, in each block.

Proof. Observe that the result holds at s = 1, trivially, then at s = 2 as well, where
our condition is equivalent to #◦ = # • (2) in each block, as found in Theorem 6.3, and
finally at s =∞ too, as explained in Theorem 6.14. In general, this follows as in the case
of HN , H

+
N , by using the one-block partition in P (s, s). See [6]. □

The above proofs were of course quite brief, but we will be back to this, with details,
in the next section, with full proofs for certain more general results.

6c. Fusion rules

Let us discuss now, following [26], the classification of the irreducible representations
of Hs+

N , and the computation of their fusion rules. For this purpose, let us go back to the
elements uij, pij in Definition 6.6. We recall that, as a consequence of Proposition 6.8, the
matrix p = (pij) is a magic unitary. We first have the following result:

Proposition 6.16. The elements uij and pij satisfy:

(1) pijuij = uij.
(2) u∗ij = us−1

ij .
(3) uijuik = 0 for j ̸= k.

Proof. We use the fact that in a C∗-algebra, aa∗ = 0 implies a = 0.

(1) This follows from the following computation, with a = (pij − 1)uij:

aa∗ = (pij − 1)pij(pij − 1) = 0

(2) With a = u∗ij − us−1
ij we have aa∗ = 0, which gives the result.

(3) With a = uijuik we have aa∗ = 0, which gives the result. □

In what follows, we make the convention u0ij = pij. We have then:

Proposition 6.17. The algebra C(Hs+
N ) has a family of N-dimensional corepresen-

tations {uk|k ∈ Z}, satisfying the following conditions:

(1) uk = (ukij) for any k ≥ 0.
(2) uk = uk+s for any k ∈ Z.
(3) ūk = u−k for any k ∈ Z.
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Proof. This is something elementary, the idea being as follows:

(1) Let us set uk = (ukij). By using Proposition 6.16 (3), we have:

∆(ukij) =
∑
l1...lk

uil1 . . . uilk ⊗ ul1j . . . ulkj =
∑
l

ukil ⊗ uklj

We have as well, trivially, the following two formulae:

ε(ukij) = δij , S(ukij) = u∗kji

(2) This follows once again from Proposition 6.16 (3), as follows:

uk+sij = ukiju
s
ij = ukijpij = ukij

(3) This follows from Proposition 6.16 (2), and we are done. □

Let us compute now the intertwiners between the various tensor products between
the above corepresentations ui. For this purpose, we make the assumption N ≥ 4, which
brings linear independence. In order to simplify the notations, we will use:

Definition 6.18. For i1, . . . , ik ∈ Z we use the notation

ui1...ik = ui1 ⊗ . . .⊗ uik
where {ui|i ∈ Z} are the corepresentations in Proposition 6.17.

Observe that in the particular case i1, . . . , ik ∈ {±1}, we obtain in this way all the
possible tensor products between u = u1 and ū = u−1, known by [98] to contain any
irreducible corepresentation of C(Hs+

N ). Here is now our main result:

Theorem 6.19. We have the following equality of linear spaces,

Hom(ui1...ik , uj1...jl) = span
{
Tp

∣∣∣p ∈ NCs(i1 . . . ik, j1 . . . jl)}
where the set on the right consists of elements of NC(k, l) having the property that in
each block, the sum of i indices equals the sum of j indices, modulo s.

Proof. This result is from [26], the idea of the proof being as follows:

(1) Our first claim is that, in order to prove ⊃, we may restrict attention to the case
k = 0. This follow indeed from the Frobenius duality isomorphism.

(2) Our second claim is that, in order to prove ⊃ in the case k = 0, we may restrict
attention to the one-block partitions. Indeed, this follows once again from a standard
trick. Consider the following disjoint union:

NCs =
∞⋃
k=0

⋃
i1...ik

NCs(0, i1 . . . ik)
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This is a set of labeled partitions, having property that each p ∈ NCs is noncrossing,
and that for p ∈ NCs, any block of p is in NCs. But it is well-known that under these
assumptions, the global algebraic properties of NCs can be checked on blocks.

(3) Proof of ⊃. According to the above considerations, we just have to prove that the
vector associated to the one-block partition in NC(l) is fixed by uj1...jl , when:

s|j1 + . . .+ jl

Consider the standard generators eab ∈MN(C), acting on the basis vectors by:

eab(ec) = δbcea

The corepresentation uj1...jl is given by the following formula:

uj1...jl =
∑
a1...al

∑
b1...bl

uj1a1b1 . . . u
jl
albl
⊗ ea1b1 ⊗ . . .⊗ ealbl

As for the vector associated to the one-block partition, this is:

ξl =
∑
b

e⊗lb

By using now several times the relations in Proposition 6.16, we obtain, as claimed:

uj1...jl(1⊗ ξl) =
∑
a1...al

∑
b

uj1a1b . . . u
jl
alb
⊗ ea1 ⊗ . . .⊗ eal

=
∑
ab

uj1+...+jlab ⊗ e⊗la

= 1⊗ ξl
(4) Proof of ⊂. The spaces in the statement form a Tannakian category, so they

correspond to a Woronowicz algebra A, coming with corepresentations {vi}, such that:

Hom(vi1...ik , vj1...jl) = span
{
Tp

∣∣∣p ∈ NCs(i1 . . . ik, j1 . . . jl)}
On the other hand, the inclusion ⊃ that we just proved shows that C(Hs+

N ) is a model
for the category. Thus we have a quotient map as follows:

A→ C(Hs+
N ) , vi → ui

But this latter map can be shown to be an isomorphism, by suitably adapting the
proof from the s = 1 case, for the quantum permutation group S+

N . See [6], [26]. □

As an illustration for the above result, we have the following statement:

Proposition 6.20. The basic corepresentations u0, . . . , us−1 are as follows:

(1) u1, . . . , us−1 are irreducible.
(2) u0 = 1 + r0, with r0 irreducible.
(3) r0, u1, . . . , us−1 are distinct.
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Proof. We apply Theorem 6.19 with k = l = 1 and i1 = i, j1 = j. This gives:

dim(Hom(ui, uj)) = #NCs(i, j)

We have two candidates for the elements of NCs(i, j), namely the two partitions in
NC(1, 1). So, consider these two partitions, with the points labeled by i, j:

p =


i∣∣∣
j

 q =


i
|

|
j


We have to check for each of these partitions if the sum of i indices equals or not the

sum of j indices, modulo s, in each block. The answer is as follows:

p ∈ NCs(i, j) ⇐⇒ i = j

q ∈ NCs(i, j) ⇐⇒ i = j = 0

By collecting together these two answers, we obtain:

#NCs(i, j) =


0 if i ̸= j

1 if i = j ̸= 0

2 if i = j = 0

We can now prove the various assertions, as follows:

(1) This follows from the second equality.

(2) This follows from the third equality and from the fact that we have 1 ∈ us.

(3) This follows from the first equality. □

We can now compute the fusion rules for Hs+
N . The result, from [26], is as follows:

Theorem 6.21. Let F =< Zs > be the set of words over Zs, with involution given by
(i1 . . . ik)

− = (−ik) . . . (−i1), and with fusion product given by:

(i1 . . . ik) · (j1 . . . jl) = i1 . . . ik−1(ik + j1)j2 . . . jl

The irreducible representations of Hs+
N can then be labeled rx with x ∈ F , such that the

involution and fusion rules are r̄x = rx̄ and

rx ⊗ ry =
∑

x=vz,y=z̄w

rvw + rv·w

and such that we have ri = ui − δi01 for any i ∈ Zs.



140 6. QUANTUM REFLECTIONS

Proof. This basically follows from Theorem 6.19, the idea being as follows:

(1) Consider the monoid A = {ax|x ∈ F}, with multiplication axay = axy. We denote
by NA the set of linear combinations of elements in A, with coefficients in N, and we
endow it with fusion rules as in the statement:

ax ⊗ ay =
∑

x=vz,y=z̄w

avw + av·w

With these notations, (NA,+,⊗) is a semiring. We will use as well the set ZA,
formed by the linear combinations of elements of A, with coefficients in Z. The above
tensor product operation extends to ZA, and (ZA,+,⊗) is a ring.

(2) Our claim is that the fusion rules on ZA can be uniquely described by conversion
formulae as follows, with C being positive integers, and D being integers:

ai1 ⊗ . . .⊗ aik =
∑
l

∑
j1...jl

Cj1...jl
i1...ik

aj1...jl

ai1...ik =
∑
l

∑
j1...jl

Dj1...jl
i1...ik

aj1 ⊗ . . .⊗ ajl

Indeed, the existence and uniqueness of such decompositions follow from the definition
of the tensor product operation, and by recurrence over k for the D coefficients.

(3) Our claim is that there is a unique morphism of rings Φ : ZA → R, such that
Φ(ai) = ri for any i. Indeed, consider the following elements of R:

ri1...ik =
∑
l

∑
j1...jl

Dj1...jl
i1...ik

rj1 ⊗ . . .⊗ rjl

In case we have a morphism as claimed, we must have Φ(ax) = rx for any x ∈ F .
Thus our morphism is uniquely determined on A, so it is uniquely determined on ZA. In
order to prove now the existence, we can set Φ(ax) = rx for any x ∈ F , then extend Φ by
linearity to the whole ZA. Since Φ commutes with the above conversion formulae, which
describe the fusion rules, it is indeed a morphism.

(4) Our claim is that Φ commutes with the linear forms x → #(1 ∈ x). Indeed, by
linearity we just have to check the following equality:

#(1 ∈ ai1 ⊗ . . .⊗ aik) = #(1 ∈ ri1 ⊗ . . .⊗ rik)
Now remember that the elements ri are defined as ri = ui − δi01. So, consider the

elements ci = ai + δi01. Since the operations ri → ui and ai → ci are of the same nature,
by linearity the above formula is equivalent to:

#(1 ∈ ci1 ⊗ . . .⊗ cik) = #(1 ∈ ui1 ⊗ . . .⊗ uik)
Now by using Theorem 6.19, what we have to prove is:

#(1 ∈ ci1 ⊗ . . .⊗ cik) = #NCs(i1 . . . ik)
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In order to prove this formula, consider the product on the left:

P = (ai1 + δi101)⊗ (ai2 + δi201)⊗ . . .⊗ (aik + δik01)

This quantity can be computed by using the fusion rules on A. A recurrence on k
shows that the final components of type ax will come from the different ways of grouping
and summing the consecutive terms of the sequence (i1, . . . , ik), and removing some of
the sums which vanish modulo s, as to obtain the sequence x. But this can be encoded
by families of noncrossing partitions, and in particular the 1 components will come from
the partitions in NCs(i1 . . . ik). Thus #(1 ∈ P ) = #NCs(i1 . . . ik), as claimed.

(5) Our claim now is that Φ is injective. Indeed, this follows from the result in the
previous step, by using a standard positivity argument, namely:

Φ(α) = 0 =⇒ Φ(αα∗) = 0

=⇒ #(1 ∈ Φ(αα∗)) = 0

=⇒ #(1 ∈ αα∗) = 0

=⇒ α = 0

Here α is arbitrary in the domain of Φ, we use the notation a∗x = ax̄, where a→ #(1, a)
is the unique linear extension of the operation consisting of counting the number of 1’s.
Observe that this latter linear form is indeed positive definite, according to the identity
#(1, axa

∗
y) = δxy, which is clear from the definition of the product of ZA.

(6) Our claim is that Φ(A) ⊂ Rirr. This is the same as saying that rx ∈ Rirr for any
x ∈ F , and we will prove it by recurrence. Assume that the assertion is true for all the
words of length < k, and consider an arbitrary length k word, x = i1 . . . ik. We have:

ai1 ⊗ ai2...ik = ax + ai1+i2,i3...ik + δi1+i2,0ai3...ik

By applying Φ to this decomposition, we obtain:

ri1 ⊗ ri2...ik = rx + ri1+i2,i3...ik + δi1+i2,0ri3...ik

We have the following computation, which is valid for y = i1 + i2, i3 . . . ik, as well as
for y = i3 . . . ik in the case i1 + i2 = 0:

#(ry ∈ ri1 ⊗ ri2...ik) = #(1, rȳ ⊗ ri1 ⊗ ri2...ik)
= #(1, aȳ ⊗ ai1 ⊗ ai2...ik)
= #(ay ∈ ai1 ⊗ ai2...ik)
= 1

Moreover, we know from the previous step that we have ri1+i2,i3...ik ̸= ri3...ik , so we
conclude that the following formula defines an element of R+:

α = ri1 ⊗ ri2...ik − ri1+i2,i3...ik − δi1+i2,0ri3...ik
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On the other hand, we have α = rx, so we conclude that we have rx ∈ R+. Finally,
the irreducibility of rx follows from the following computation:

#(1 ∈ rx ⊗ r̄x) = #(1 ∈ rx ⊗ rx̄)
= #(1 ∈ ax ⊗ ax̄)
= #(1 ∈ ax ⊗ āx)
= 1

(7) Summarizing, we have constructed an injective ring morphism, as follows:

Φ : ZA→ R , Φ(A) ⊂ Rirr

The remaining fact to be proved, namely that we have Φ(A) = Rirr, is clear from
the general results in [98]. Indeed, since each element of NA is a sum of elements in A,
by applying Φ we get that each element in Φ(NA) is a sum of irreducible corepresenta-
tions in Φ(A). But since Φ(NA) contains all the tensor powers between the fundamental
corepresentation and its conjugate, we get Φ(A) = Rirr, and we are done. □

Still following [26], let us present now a useful formulation of Theorem 6.21. We begin
with a slight modification of Theorem 6.21, as follows:

Theorem 6.22. Consider the free monoid A =< ai|i ∈ Zs > with the involution
a∗i = a−i, and define inductively the following fusion rules on it:

pai ⊗ ajq = paiajq + pai+jq + δi+j,0p⊗ q

Then the irreducible representations of Hs+
N can be indexed by the elements of A, and the

fusion rules and involution are the above ones.

Proof. Our claim is that this follows from Theorem 6.21, by performing the following
relabeling of the irreducible corepresentations:

ri1...ik → ai1 . . . aik

Indeed, with the notations in Theorem 6.21 we have the following computation, valid
for any two elements i, j ∈ Zs and any two words x, y ∈ F :

rxi ⊗ rjy =
∑

xi=vz,jy=z̄w

rvw + rv·w

= rxijy + rx,i+j,y + δi+j,0
∑

x=vz,y=z̄w

rvw + rv·w

= rxijy + rx,i+j,y + δi+j,0rx ⊗ ry
With the above relabeling ri1...ik → ai1 . . . aik , this gives the formula in the statement

(with rx → p and ry → q), and we are done. □
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Our alternative reformulation of Theorem 6.21 is based on the idea of embedding R+

into a bigger fusion semiring. Given a fusion monoidM and an element b ∈M , we denote
by < b > the fusion monoid generated by b. That is, < b > is the smallest subset of M
containing b, which is stable by composition, involution and fusion rules. We have:

Theorem 6.23. Consider the monoid M =< a, z|zs = 1 > with the involution a∗ =
a, z∗ = z−1, and define inductively the following fusion rules on it:

vazi ⊗ zjaw = vazi+jaw + δs|i+jv ⊗ w
Then the irreducible representations of Hs+

N can be indexed by the elements of the monoid
N =< aza >, and the fusion rules and involution are the above ones.

Proof. It is routine to check that the elements azia with i = 1, . . . , s are free inside
M . In other words, the submonoid N ′ =< azia > is free on s generators, so it can be
identified with the free monoid A in Theorem 6.22, via ai = azia. We have (azia)∗ =
az−ia, so this identification is involution-preserving. Consider now two arbitrary elements
p, q ∈ N ′. By using twice the formula in the statement, we obtain:

pai ⊗ ajq = pazia⊗ azjaq
= paziaazjaq + pazi ⊗ zjaq
= paziaazjaq + pazi+jaq + δi+j,0p⊗ q
= paiajq + pai+jq + δi+j,0p⊗ q

Thus our identification N ′ ≃ A is fusion rule-preserving. In order to conclude, it
remains to prove that the inclusion N ⊂ N ′ is actually an equality. But this follows from
the fact that A is generated as a fusion monoid by a1. Indeed, by using the identification
N ′ ≃ A this shows that N ′ is generated as a fusion monoid by aza, and we are done. □

6d. Bessel laws

Let us discuss now the computation of the asymptotic laws of characters. We begin
with a discussion for HN , from [11], which has its own interest:

Theorem 6.24. The asymptotic law of χt for the group HN is given by

bt = e−t
∞∑

k=−∞

δk

∞∑
p=0

(t/2)|k|+2p

(|k|+ p)!p!

where δk is the Dirac mass at k ∈ Z.
Proof. We regard the group HN as being the symmetry group of the graph IN =

{I1, . . . , IN} formed by N segments. The diagonal coefficients are then:

uii(g) =


0 if g moves I i

1 if g fixes I i

−1 if g returns I i
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Let s = [tN ], and denote by ↑ g, ↓ g the number of segments among {I1, . . . , Is} which
are fixed, respectively returned by an element g ∈ HN . With this notation, we have:

u11 + . . .+ uss =↑ g− ↓ g

We denote by PN probabilities computed over the group HN . The density of the law
of u11 + . . .+ uss at a point k ≥ 0 is given by the following formula:

D(k) = PN(↑ g− ↓ g = k)

=
∞∑
p=0

PN(↑ g = k + p, ↓ g = p)

At t = 1, since the probability for σ ∈ SN to have no fixed points is asymptotically
P0 =

1
e
, the probability of σ ∈ SN to have m fixed points is asymptotically:

Pm =
1

em!

In terms of probabilities over HN , we obtain, as desired:

lim
N→∞

D(k) = lim
N→∞

∞∑
p=0

(1/2)k+2p

(
k + 2p
k + p

)
PN(↑ g+ ↓ g = k + 2p)

=
∞∑
p=0

(1/2)k+2p

(
k + 2p
k + p

)
1

e(k + 2p)!

=
1

e

∞∑
p=0

(1/2)k+2p

(k + p)!p!

The general case t ∈ (0, 1] follows by performing some modifications in the above
computation. The asymptotic density is computed as follows:

lim
N→∞

D(k) = lim
N→∞

∞∑
p=0

(1/2)k+2p

(
k + 2p
k + p

)
PN(↑ g+ ↓ g = k + 2p)

=
∞∑
p=0

(1/2)k+2p

(
k + 2p
k + p

)
tk+2p

et(k + 2p)!

= e−t
∞∑
p=0

(t/2)k+2p

(k + p)!p!

On the other hand, we have D(−k) = D(k), so we obtain the result. □

Next, we have the following result, once again from [11]:
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Theorem 6.25. The Bessel laws bt have the additivity property

bs ∗ bt = bs+t

so they form a truncated one-parameter semigroup with respect to convolution.

Proof. The Fourier transform of bt is given by:

Fbt(y) = e−t
∞∑

k=−∞

eky fk(t/2)

We compute now the derivative with respect to t:

Fbt(y)
′ = −Fbt(y) +

e−t

2

∞∑
k=−∞

eky f ′
k(t/2)

On the other hand, the derivative of fk with k ≥ 1 is given by:

f ′
k(t) =

∞∑
p=0

(k + 2p)tk+2p−1

(k + p)!p!

=
∞∑
p=0

(k + p)tk+2p−1

(k + p)!p!
+

∞∑
p=0

p tk+2p−1

(k + p)!p!

=
∞∑
p=0

tk+2p−1

(k + p− 1)!p!
+

∞∑
p=1

tk+2p−1

(k + p)!(p− 1)!

=
∞∑
p=0

t(k−1)+2p

((k − 1) + p)!p!
+

∞∑
p=1

t(k+1)+2(p−1)

((k + 1) + (p− 1))!(p− 1)!

= fk−1(t) + fk+1(t)

This computation works in fact for any k, so we get:

Fbt(y)
′ = −Fbt(y) +

e−t

2

∞∑
k=−∞

eky(fk−1(t/2) + fk+1(t/2))

= −Fbt(y) +
e−t

2

∞∑
k=−∞

e(k+1)yfk(t/2) + e(k−1)yfk(t/2)

= −Fbt(y) +
ey + e−y

2
Fbt(y)

=

(
ey + e−y

2
− 1

)
Fbt(y)

Thus the log of the Fourier transform is linear in t, and we get the assertion. □
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In order to discuss now the free analogues βt of the above measures bt, and then the
s-analogues bst , β

s
t of the measures bt, βt, we need some free probability. We have the

following notion, extending the Poisson limit theory from chapter 1:

Definition 6.26. Associated to any compactly supported positive measure ρ are the
probability measures

pρ = lim
n→∞

((
1− c

n

)
δ0 +

1

n
ρ

)∗n

πρ = lim
n→∞

((
1− c

n

)
δ0 +

1

n
ρ

)⊞n

where c = mass(ρ), called compound Poisson and compound free Poisson laws.

In what follows we will be interested in the case where ρ is discrete, as is for instance
the case for ρ = tδ1 with t > 0, which produces the Poisson and free Poisson laws. The
following result allows us to detect compound Poisson/free Poisson laws:

Proposition 6.27. For ρ =
∑s

i=1 ciδzi with ci > 0 and zi ∈ R we have

Fpρ(y) = exp

(
s∑
i=1

ci(e
iyzi − 1)

)

Rπρ(y) =
s∑
i=1

cizi
1− yzi

where F,R denote respectively the Fourier transform, and Voiculescu’s R-transform.

Proof. Let µn be the measure in Definition 6.26, under the convolution signs:

µn =
(
1− c

n

)
δ0 +

1

n
In the classical case, we have the following computation:

Fµn(y) =
(
1− c

n

)
+

1

n

s∑
i=1

cie
iyzi =⇒ Fµ∗nn (y) =

((
1− c

n

)
+

1

n

s∑
i=1

cie
iyzi

)n

=⇒ Fpρ(y) = exp

(
s∑
i=1

ci(e
iyzi − 1)

)
In the free case now, we use a similar method. The Cauchy transform of µn is:

Gµn(ξ) =
(
1− c

n

) 1

ξ
+

1

n

s∑
i=1

ci
ξ − zi

Consider now the R-transform of the measure µ⊞n
n , which is given by:

Rµ⊞n
n
(y) = nRµn(y)
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The above formula of Gµn shows that the equation for R = Rµ⊞n
n

is as follows:(
1− c

n

) 1

y−1 +R/n
+

1

n

s∑
i=1

ci
y−1 +R/n− zi

= y

=⇒
(
1− c

n

) 1

1 + yR/n
+

1

n

s∑
i=1

ci
1 + yR/n− yzi

= 1

Now by multiplying by n, rearranging the terms, and letting n→∞, we get:

c+ yR

1 + yR/n
=

s∑
i=1

ci
1 + yR/n− yzi

=⇒ c+ yRπρ(y) =
s∑
i=1

ci
1− yzi

=⇒ Rπρ(y) =
s∑
i=1

cizi
1− yzi

This finishes the proof in the free case, and we are done. □

We have the following result, providing an alternative to Definition 6.26, and which
will be our formulation here of the Compound Poisson Limit Theorem (CPLT):

Theorem 6.28. For ρ =
∑s

i=1 ciδzi with ci > 0 and zi ∈ R we have

pρ/πρ = law

(
s∑
i=1

ziαi

)
where the variables αi are Poisson/free Poisson(ci), independent/free.

Proof. Let α be the sum of Poisson/free Poisson variables in the statement. We
will show that the Fourier/R-transform of α is given by the formulae in Proposition 6.27.
Indeed, by using some well-known Fourier transform formulae, we have:

Fαi
(y) = exp(ci(e

iy − 1)) =⇒ Fziαi
(y) = exp(ci(e

iyzi − 1))

=⇒ Fα(y) = exp

(
s∑
i=1

ci(e
iyzi − 1)

)
Also, by using some well-known R-transform formulae, we have:

Rαi
(y) =

ci
1− y

=⇒ Rziαi
(y) =

cizi
1− yzi

=⇒ Rα(y) =
s∑
i=1

cizi
1− yzi

Thus we have indeed the same formulae as those in Proposition 6.27. □

Summarizing, we have now a full extension of the basic Poisson limit theory from
chapter 1, in the classical and free cases. Back to quantum reflection groups, we have:
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Theorem 6.29. The asymptotic laws of truncated characters are as follows, where εs
with s ∈ {1, 2, . . . ,∞} is the uniform measure on the s-th roots of unity:

(1) For Hs
N we obtain the compound Poisson law bst = ptεs.

(2) For Hs+
N we obtain the compound free Poisson law βst = πtεs.

These measures are in Bercovici-Pata bijection.

Proof. This follows from easiness, and from the Weingarten formula, exactly as for
the classical and quantum permutation groups. For details here, we refer to [6]. □

The Bessel and free Bessel laws have particularly interesting properties at the param-
eter values s = 2,∞. So, let us record the precise statement here:

Theorem 6.30. The asymptotic laws of truncated characters are as follows:

(1) For HN we obtain the real Bessel law bt = ptε2.
(2) For KN we obtain the complex Bessel law Bt = ptε∞.
(3) For H+

N we obtain the free real Bessel law βt = πtε2.
(4) For K+

N we obtain the free complex Bessel law Bt = πtε∞.

Proof. This follows indeed from Theorem 6.29, at s = 2,∞. □

Let us discuss now, as a final topic, the computation of the moments of the free Bessel
laws. The idea will be that of expressing these moments in terms of generalized binomial
coefficients. We recall that the coefficient corresponding to α ∈ R, k ∈ N is:(

α

k

)
=
α(α− 1) . . . (α− k + 1)

k!

We denote by m1,m2,m3, . . . the sequence of moments of a given probability measure.
With this convention, we first have the following result, from [6]:

Theorem 6.31. The moments of βs1 with s > 0 are

mk =
1

sk + 1

(
sk + k

k

)
which are the Fuss-Catalan numbers.

Proof. In the case s ∈ N, we know that we have mk = #NCs(k). The formula in
the statement follows then by counting such partitions. In the general case s > 0, observe
first that the Fuss-Catalan number in the statement is a polynomial in s:

1

sk + 1

(
sk + k

k

)
=

(sk + 2)(sk + 3) . . . (sk + k)

k!

Thus, in order to pass from the case s ∈ N to the case s > 0, it is enough to check that
the k-th moment of πs1 is analytic in s. But this is clear from the equation f = 1+ zf s+1

of the Stieltjes transform of πs1, and this gives the result. □
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We have as well the following result, which deals with the general case t > 0:

Theorem 6.32. The moments of βst with s > 0 are

mk =
k∑
b=1

1

b

(
k − 1

b− 1

)(
sk

b− 1

)
tb

which are the Fuss-Narayana numbers.

Proof. In the case s ∈ N, we know from the above that we have the following formula,
where Fkb is the number of partitions in NCs(k) having b blocks:

mk =
∑
b

Fkbt
b

With this observation in hand, the formula in the statement follows by counting such
partitions, with this count being well-known. This result can be then extended to any
parameter s > 0, by using a standard complex variable argument, as before. See [6]. □

In the case s /∈ N, the moments of βst can be further expressed in terms of gamma
functions. In the case s = 1/2, the result, also from [6], is as follows:

Theorem 6.33. The moments of β
1/2
1 are given by the following formulae:

m2p =
1

p+ 1

(
3p

p

)
, m2p−1 =

2−4p+3p

(6p− 1)(2p+ 1)
· p!(6p)!

(2p)!(2p)!(3p)!

Proof. According to our various results above, the even moments of the free Bessel
law βst with s = n− 1/2, n ∈ N, are given by:

m2p =
1

(n− 1/2)(2p) + 1

(
(n+ 1/2)2p

2p

)
=

1

(2n− 1)p+ 1

(
(2n+ 1)p

2p

)
With n = 1 we get the formula in the statement. Now for the odd moments, we can

use here the following well-known identity:(
m− 1/2

k

)
=

4−k

k!
· (2m)!

m!
· (m− k)!
(2m− 2k)!

With m = 2np+ p− n and k = 2p− 1 we get:

m2p−1 =
1

(n− 1/2)(2p− 1) + 1

(
(n+ 1/2)(2p− 1)

2p− 1

)
=

2

(2n− 1)(2p− 1) + 2

(
(2np+ p− n)− 1/2

2p− 1

)
=

2−4p+3

(2p− 1)!
· (4np+ 2p− 2n)!

(2np+ p− n)!
· (2np− p− n+ 1)!

(4np− 2p− 2n+ 3)!
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In particular with n = 1 we obtain:

m2p−1 =
2−4p+3

(2p− 1)!
· (6p− 2)!

(3p− 1)!
· p!

(2p+ 1)!

=
2−4p+3(2p)

(2p)!
· (6p)!(3p)

(3p)!(6p− 1)6p
· p!

(2p)!(2p+ 1)

But this gives the formula in the statement. □

There are many other interesting things, of both combinatorial and complex analytic
nature, that can be said about the free Bessel laws, their moments and their densities,
and for a full discussion here, we refer to [6], and subsequent papers.

Finally, we have the following result, which is of theoretical interest:

Theorem 6.34. The moments of the various central limiting measures, namely

βst γt Γt

bst gt Gt

are always given by the same formula, involving partitions, namely

Mk =
∑

π∈D(k)

t|π|

where the sets of partitions D(k) in question are respectively

NCs

��

NC2

��

oo NC2oo

��
P s P2
oo P2

oo

and where |.| is the number of blocks.

Proof. This follows indeed by putting together the various moment results that we
have, from this chapter and from the previous ones. □

As already mentioned, in what regards the Bessel and free Bessel laws bst , β
s
t , the

important particular cases are s = 1, 2,∞. It is therefore tempting to leave one of these
3 cases aside, and fold the corresponding diagram into a cube. We obtain:
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Theorem 6.35. The moments of the various central limiting measures,

Bt Γt

βt γt

Bt Gt

bt gt

are always given by the same formula, involving partitions, namely

Mk =
∑

π∈D(k)

t|π|

where the sets of partitions D(k) in question are respectively:

NCeven

{{

��

NC2oo

��

||
NCeven

��

NC2
oo

��

Peven

{{

P2
oo

||
Peven P2

oo

Proof. This follows indeed from the various moment results that we have. □

The above result is quite interesting, with the cubes in question, along with the cube
formed by the corresponding quantum groups, being called “standard cubes”. The point
indeed is that all these cubes provide us with some useful 3D intuition, in relation with
various aspects of quantum algebra, be them algebraic or probabilistic. So, saved.

6e. Exercises

As a first key exercise, in relation with the above, we have:

Exercise 6.36. Prove that KN , K
+
N , regarded as intermediate quantum groups

SN ⊂ KN ⊂ UN , S+
N ⊂ K+

N ⊂ U+
N

are indeed easy, the corresponding categories of partitions being as follows,

P ⊃ Peven ⊃ P2 , NC ⊃ NCeven ⊃ NC2
consisting of the partitions satisfying #◦ = #•, as a weighted equality, in each block.
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This is something that we briefly discussed in the above, and the problem now is that
of working out all the details. Along the same lines, more generally, we have:

Exercise 6.37. Prove that Hs
N , H

s+
N , regarded as intermediate quantum groups

SN ⊂ Hs
N ⊂ UN , S+

N ⊂ Hs+
N ⊂ U+

N

are indeed easy, the corresponding categories of partitions being as follows,

P ⊃ P s ⊃ P2 , NC ⊃ NCs ⊃ NC2
consisting of the partitions satisfying #◦ = # • (s), as a weighted equality, in each block.

Again, this is something that we discussed in the above, and fully proved at s = 1, 2,
and the problem now is that of working out all the details. Assuming that you solved the
previous exercise, corresponding to the case s =∞, this should not be very hard.

Exercise 6.38. Reformulate the Schur-Weyl twisting theory from chapter 4 in terms
of the intermediate easy quantum groups

HN ⊂ G ⊂ U+
N

as a duality between such intermediate quantum groups.

The point here is that, as explained in chapter 4, in order to perform the Schur-Weyl
twisting operation we need a signature map for the partitions, and this signature map
is only defined on Peven. Thus, we have a link here with HN , and so the whole twisting
material from chapter 4 must be now reviewed, by taking this into account.

Exercise 6.39. Prove that the quantum reflection groups HN , H
+
N equal their own

Schur-Weyl twists, and then do the same for Hs
N , H

s+
N .

This is not something very difficult, normally coming from definitions, one subtlety
however coming from the fact that for the second question we must assume s ∈ 2N, in
order for the quantum groups Hs

N , H
s+
N to be indeed twistable in our sense.

Exercise 6.40. Prove that the intermediate easy quantum groups HN ⊂ G ⊂ H+
N are

subject to a dichotomy, as follows,

HN ⊂ G ⊂ H
[∞]
N

/
H

[∞]
N ⊂ G ⊂ H+

N

where H
[∞]
N is a certain suitably chosen such intermediate quantum group.

As already mentioned, this is a rather difficult exercise.

Exercise 6.41. Fully classify the intermediate easy quantum groups

HN ⊂ G ⊂ H+
N

by solving the 2 classification problems raised by the previous exercise.

As before, this is a difficult exercise, and the problem here is rather that of finding
the relevant literature, reading it, and writing down a brief account of that.



CHAPTER 7

Twisted reflections

7a. Quantum graphs

We have seen in the previous two chapters that some general theory can be developed
for the closed subgroups G ⊂ S+

N , in particular with a notion of “quantum reflection
group”. We discuss here the twisted extension of these results, and in particular the
twisted analogues of the quantum reflection groups, obtained by using generalized quan-
tum permutation groups S+

Z , with Z being an arbitrary finite quantum space.

In order to discuss this, let us go back to chapter 4, where the finite quantum spaces
Z and the quantum groups S+

Z were introduced. We recall from there that we have:

Definition 7.1. A finite quantum space Z is the abstract dual of a finite dimensional
C∗-algebra B, according to the following formula:

C(Z) = B

Alternatively, by decomposing the algebra B, we have the following formula:

C(Z) =Mn1(C)⊕ . . .⊕Mnk
(C)

With the choice n1 = . . . = nk = 1 we obtain the space Z = {1, . . . , k}. Also, with k = 1
we must have C(Z) =Mn(C), and we obtain a quantum space denoted Z =Mn.

In order to do some mathematics on such spaces, the very first observation is that we
can talk about the formal number of points of such a space, as follows:

|Z| = dimB

Alternatively, by decomposing the algebra B as a sum of matrix algebras, as in Defi-
nition 7.1, we have the following formula for the formal number of points:

|Z| = n2
1 + . . .+ n2

k

Pictorially, this suggests representing Z as a set of |Z| points in the plane, arranged
in squares having sides n1, . . . , nk, coming from the matrix blocks of B, as follows:

◦ ◦ ◦
◦ ◦ ◦ . . . ◦ ◦
◦ ◦ ◦ ◦ ◦

As a second piece of mathematics, we can talk about counting measures, as follows:

153



154 7. TWISTED REFLECTIONS

Definition 7.2. Given a finite quantum space Z, we construct the functional

tr : C(Z)→ B(l2(Z))→ C

obtained by applying the regular representation, and the normalized matrix trace, and we
call it integration with respect to the normalized counting measure on Z.

As an illustration here, for the space Z = {1, . . . , k} we obtain the integration with
respect to the normalized counting measure, µ({i}) = 1/k for any i. Also, for the space
Z = Mn we obtain the normalized trace of matrices, tr = Tr/n. In general, in terms of
the matrix decomposition of B = C(Z), as in Definition 7.1, the formula is:

tr(a1, . . . , ak) =
1

|Z|

k∑
i=1

n2
i tr(ai)

Pictorially, this suggests fine-tuning our previous picture of Z, by adding to each point
the unnormalized trace of the corresponding element of B, as follows:

•n1 ◦0 ◦0
◦0 •n1 ◦0 . . . •nk

◦0
◦0 ◦0 •n1 ◦0 •nk

Here we have represented the points on the diagonals with solid circles, since they
are of different nature from the off-diagonal ones, the attached numbers being nonzero.
However, this picture is not complete either, and we can do better, as follows:

Definition 7.3. Given a finite quantum space Z, coming via a formula of type

C(Z) =Mn1(C)⊕ . . .⊕Mnk
(C)

we use the following equivalent conventions for drawing Z:

(1) Triple indices. We represent Z as a set of N = |Z| points, with each point being
decorated with a triple index ija, coming from the standard basis {eaij} ⊂ B.

(2) Double indices. As before, but by ignoring the index a, with the convention that
i, j belong to various indexing sets, one for each of the matrix blocks of B.

(3) Single indices. As before, but with each point being now decorated with a single
index, playing the role of the previous triple indices ija, or double indices ij.

All the above conventions are useful, and in practice, we will be mostly using the
single index convention from (3). As an illustration, consider the space Z = {1, . . . , k}.
According to our single index convention, we can represent this space as a set of k points,
decorated by some indices, which must be chosen different. But the obvious choice for
these k different indices is 1, . . . , k, and we are led to the following picture:

•1 •2 . . . •k
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As another illustration, consider the space Z = Mn. Here the picture is as follows,
using double indices, which can be regarded as well as being single indices:

•11 ◦12 ◦13
◦21 •22 ◦23
◦31 ◦32 •33

As yet another illustration, for the space Z = M3 ⊔M2, which appears by definition
from the algebra B = M3(C) ⊕M2(C), we are in need of triple indices, which can be of
course regarded as single indices, in order to label all the points, and the picture is:

•111 ◦121 ◦131
◦211 •221 ◦231 •112 ◦122
◦311 ◦321 •331 ◦212 •222

So long for finite quantum spaces Z and their pictures, and we will stop here, because
all this looks a bit like reinventing the wheel. As a last piece of preliminaries now, let us
recall from chapter 4 that we have the following result, coming from [96]:

Theorem 7.4. Associated to any finite quantum space Z are its classical and quantum
counting measure-preserving symmetry groups SZ ⊂ S+

Z , with S
+
Z being given by

C(S+
Z ) = C(U+

N )
/〈

µ ∈ Hom(u⊗2, u), η ∈ Fix(u)
〉

where N = |Z|, and µ, η are the multiplication and unit maps of C(Z), and with SZ being
its classical version. Alternatively, the relations defining S+

Z are∑
ij=p

uikujl = up,kl ,
∑
kl=p

uikujl = uij,p∑
i=ī

uij = δjj̄ ,
∑
j=j̄

uij = δīi

u∗ij = uī j̄
in single index notation, with the usual multiplication and involution for the indices.

Proof. This is something that we know well from chapter 4, the idea being that the
relations in the statement, be them in abstract µ, η formulation, or in their equivalent
single index formulation, are what comes out of the coaction axioms. □

Getting now to the point where we wanted to get, quantum graphs and their symme-
tries, let us start with the following straightforward extension of the usual notion of finite
graph, from [52], obtained by using a finite quantum space as set of vertices:

Definition 7.5. We call “finite quantum graph” a pair of type

X = (Z, d)

with Z being a finite quantum space, and with d ∈MN(C), where N = |Z|.
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This is of course something quite general. In the case Z = {1, . . . , N} for instance,
what we have here is a directed graph, with the edges i→ j colored by complex numbers
dij ∈ C, and with self-edges i→ i allowed too, again colored by numbers dii ∈ C. In the
general case, however, where Z is arbitrary, the need for extra conditions of type d = d∗,
or dii = 0, or d ∈MN(R), or d ∈MN(0, 1) and so on, is not very natural, as we will soon
discover, and it is best to use Definition 7.5 as such, with no restrictions on d.

In general, a quantum graph can be represented as a colored oriented graph on
{1, . . . , N}, where N = |Z|, with the vertices being decorated by single indices i, and
with the colors being complex numbers, namely the entries of d. This is similar to the
formalism from chapter 5, but there is a discussion here in what regards the exact choice
of the colors, which are usually irrelevant in connection with our symmetry problematics,
and so can be true colors instead of complex numbers. More on this later.

With the above notion in hand, we have the following definition, also from [52]:

Definition 7.6. The quantum automorphism group of X = (Z, d) is the subgroup

G+(X) ⊂ S+
Z

obtained via the relation du = ud, where u = (uij) is the fundamental corepresentation.

Again, this is something very natural, coming as a continuation of the constructions
in chapter 5. We refer to [52], [89] for more on this notion, and for a number of advanced
computations, in relation with free wreath products. At an elementary level, which will be
ours for the moment, a first problem is that of working out the basics of the correspondence
X → G+(X), following [3]. And there are several things to be done here, namely simplices,
complementation, color independence, multi-simplices, and reflections.

Let us start with the simplices. As we will soon discover, things are quite tricky here,
leading us in particular to the conclusion that the simplex based on an arbitrary finite
quantum space Z is not a usual graph, with d ∈ MN(0, 1) where N = |Z|, but rather a
sort of “signed graph”, with d ∈MN(−1, 0, 1). Let us start our study with:

Theorem 7.7. Given a finite quantum space Z, we have

G+(Zempty) = G+(Zfull) = S+
Z

where Zempty is the empty graph on the vertex set Z, coming from the matrix d = 0, and
where Zfull is the simplex on the vertex set Z, coming from the matrix

d = NP1 − 1N

where N = |Z|, and where P1 is the orthogonal projection on the unit 1 ∈ C(Z).
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Proof. This is something quite tricky, the idea being as follows:

(1) First of all, the formula G+(Zempty) = S+
Z is clear from definitions, because the

commutation of u with the matrix d = 0 is automatic.

(2) Regarding G+(Zfull) = S+
Z , let us first discuss the classical case, Z = {1, . . . , N}.

Here the simplex Zfull is the graph having having edges between any two vertices, whose
adjacency matrix is d = IN − 1N , where IN is the all-1 matrix. The commutation of u
with 1N being automatic, and the commutation with IN being automatic too, u being
bistochastic, we have [u, d] = 0, and so G+(Zfull) = S+

Z in this case, as stated.

(3) In general, we know from Theorem 7.4 that we have by definition η ∈ Fix(u),
with η : C → C(Z) being the unit map. Thus we have P1 ∈ End(u), and so the
condition [u, P1] = 0 is automatic. Together with the fact that in the classical case we
have IN = NP1, this suggests to define the adjacency matrix of the simplex as being
d = NP1 − 1N , and with this definition, we have indeed G+(Zfull) = S+

Z , as claimed. □

Let us study now the simplices Zfull found in Theorem 7.7. In the classical case,
Z = {1, . . . , N}, what we have is of course the usual simplex. However, in the general
case things are more mysterious, the first result here being as follows:

Proposition 7.8. The adjacency matrix of the simplex Zfull, given by definition by
d = NP1 − 1N , is a matrix d ∈MN(−1, 0, 1), which can be computed as follows:

(1) In single index notation, dij = δīiδjj̄ − δij.
(2) In double index notation, dab,cd = δabδcd − δacδbd.
(3) In triple index notation, dabp,cdq = δabδcd − δacδbdδpq.

Proof. According to our single index conventions, from Definition 7.3, the adjacency
matrix of the simplex is the one in the statement, namely:

dij = (NP1 − 1N)ij

= 1̄i1j − δij
= δīiδjj̄ − δij

In double index notation now, with i = (ab) and j = (cd), and a, b, c, d being usual
matrix indices, each thought to be attached to the corresponding matrix block of C(Z),
the formula that we obtain in the second one in the statement, namely:

dab,cd = δab,baδcd,dc − δab,cd
= δabδcd − δacδbd

Finally, in standard triple index notation, i = (abp) and j = (cdq), with a, b, c, d
being now usual numeric matrix indices, ranging in 1, 2, 3, . . . , and with p, q standing for
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corresponding blocks of the algebra C(Z), the formula that we obtain is:

dabp,cdq = δabp,bapδcdq,dcq − δabp,cdq
= δabδcd − δacδbdδpq

Thus, we are led to the conclusions in the statement. □

At the level of examples, for Z = {1, . . . , N} the best is to use the above formula (1).
The involution on the index set is ī = i, and we obtain, as we should:

dij = 1− δij

As a more interesting example now, for the quantum space Z = Mn, coming by
definition via the formula C(Z) =Mn(C), the situation is as follows:

Proposition 7.9. The simplex Zfull with Z =Mn is as follows:

(1) The vertices are n2 points in the plane, arranged in square form.
(2) Usual edges, worth 1, are drawn between distinct points on the diagonal.
(3) In addition, each off-diagonal point comes with a self-edge, worth −1.

Proof. Here the most convenient is to use the double index formula from Proposition
7.8 (2), which tells us that d is as follows, with indices a, b, c, d ∈ {1, . . . , n}:

dab,cd = δabδcd − δacδbd

This quantity can be −1, 0, 1, and the study goes as follows:

– Case dab,cd = 1. This can only happen when δabδcd = 1 and δacδbd = 0, corresponding
to a formula of type daa,cc = 0, with a ̸= c, and so to the edges in (2).

– Case dab,cd = −1. This can only happen when δabδcd = 0 and δacδbd = 1, correspond-
ing to a formula of type dab,ab = 0, with a ̸= b, and so to the self-edges in (3). □

The above result is quite interesting, and as an illustration, here is the pictorial rep-
resentation of the simplex Zfull on the vertex set Z = M3, with the convention that the
solid arrows are worth −1, and the dashed arrows are worth 1:

• ◦⟳ ◦⟳

◦⟳ • ◦⟳

◦⟳ ◦⟳ •

More generally, we can in fact compute Zfull for any finite quantum space Z, with the
result here, which will be our final saying on the subject, being as follows:
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Theorem 7.10. Consider a finite quantum space Z, and write it as follows, according
to the decomposition formula C(Z) =Mn1(C)⊕ . . .⊕Mnk

(C) for its function algebra:

Z =Mn1 ⊔ . . . ⊔Mnk

The simplex Zfull is then the classical simplex formed by the points lying on the diagonals
of Mn1 , . . . ,Mnk

, with self-edges added, each worth −1, at the non-diagonal points.

Proof. The study here is quite similar to the one from the proof of Proposition 7.9,
but by using this time the triple index formula from Proposition 7.8 (3), namely:

dabp,cdq = δabδcd − δacδbdδpq
Indeed, this quantity can be −1, 0, 1, and the 1 case appears precisely as follows,

leading to the classical simplex mentioned in the statement:

daap,ccq = 1 , ∀ap ̸= cq

As for the remaining −1 case, this appears precisely as follows, leading this time to
the self-edges worth −1, also mentioned in the statement:

dabp,abp = 1 , ∀a ̸= b

Thus, we are led to the conclusion in the statement. □

As an illustration, here is the simplex on the vertex set Z =M3 ⊔M2, with again the
convention that the solid arrows are worth −1, and the dashed arrows are worth 1:

• ◦⟳ ◦⟳

◦⟳ • ◦⟳ • ◦⟳

◦⟳ ◦⟳ • ◦⟳ •

Long story short, we know what the simplex Zfull is, and we have the formula
G+(Zempty) = G+(Zfull) = S+

Z , exactly as in the Z = {1, . . . , N} case. Now with the
above results in hand, we can talk as well about complementation, as follows:

Theorem 7.11. For any finite quantum graph X we have the formula

G+(X) = G+(Xc)

where X → Xc is the complementation operation, given by dX + dXc = dZfull
.

Proof. This follows from Theorem 7.7, and more specifically from the following com-
mutation relation, which is automatic, as explained there:

[u, dZfull
] = 0

Let us mention too that, in what concerns the pictorial representation of Xc, this can
be deduced from what we have Theorem 7.10, in the obvious way. □
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Following now [3], let us discuss an important point, namely the “independence on
the colors” question. The idea indeed is that given a classical graph X with edges colored
by complex numbers, or other types of colors, G(X) does not change when changing the
colors. This is obvious, and a quantum analogue of this fact, involving G+(X), can be
shown to hold as well, as explained in [3], and in chapter 5. In the quantum graph setting
things are more complicated. Let us start with the following technical definition:

Definition 7.12. We call a quantum graph X = (Z, d) washable if, with

d =
∑
c

cdc

being the color decomposition of d, we have the equivalence

[u, d] = 0 ⇐⇒ [u, dc] = 0,∀c
valid for any magic unitary matrix u, having size |Z|.

Obviously, this is something which is not very beautiful, but the point is that some
quantum graphs are washable, and some other are not, and so we have to deal with the
above definition, as stated. As a first observation, we have the following result:

Proposition 7.13. Assuming that X = (Z, d) is washable, its quantum symmetry
group G+(X) does not depend on the precise colors of X. That is, whenever we have
another quantum graph X ′ = (Z, d′) with same color scheme, in the sense that

dij = dkl ⇐⇒ d′ij = d′kl

we have G+(X) = G+(X ′).

Proof. This is something which is clear from the definition of G+(X), namely:

C(G+(X)) = C(S+
Z )
/〈

[u, d] = 0
〉

Indeed, assuming that our graph is washable in the above sense, we have:

C(G+(X)) = C(S+
Z )
/〈

[u, dc] = 0,∀c
〉

Thus, we are led to the conclusion in the statement. □

As already mentioned, it was proved in [3] that in the classical case, Z = {1, . . . , N},
all graphs are washable. This is a key result, and this for several reasons:

(1) First, this gives some intuition on what is going on with respect to colors, in
analogy with what happens for G(X). Also, it allows the use of true colors, like black,
blue, red and so on, when drawing colored graphs, instead of complex numbers.

(2) Also, this can be combined with the fact that G+(X) is invariant as well via some
similar changes in the spectral decomposition of d, at the level of eigenvalues, with all
this leading to some powerful combinatorial methods for the computation of G+(X).
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All these things do not necessarily hold in general, and to start with, we have:

Theorem 7.14. There are quantum graphs, such as the simplex in the homogeneous
quantum space case, where

Z =MK × {1, . . . , L}
with K,L ≥ 2, which are not washable.

Proof. We know that the simplex, in the case Z =MK×{1, . . . , L}, has as adjacency
matrix a certain matrix d ∈MN(−1, 0, 1), with N = K2L. Moreover, assuming K,L ≥ 2
as above, entries of all types, −1, 0, 1, are possible. Thus, the color decomposition of the
adjacency matrix is as follows, with all 3 components being nonzero:

d = −1 · d−1 + 0 · d0 + 1 · d1
Now assume that our simplex X = Zfull is washable, and let u be the fundamental

corepresentation of G+(X). We have then the following commutation relations:

d−1, d0, d1 ∈ End(u)

Now since the matrices d−1, d0, d1 are all nonzero, we deduce from this that:

dim(End(u)) ≥ 3

On the other hand, we know from Theorem 7.7 that we have G+(X) = S+
Z . Also, we

know from chapter 4 that the Tannakian category of S+
Z is the Temperley-Lieb category

TLN , with N = K2L as above. By putting these two results together, we obtain:

dim(End(u)) = dim
(
span

(
| | , ∪

∩

))
≤ 2

Thus, we have a contradiction, and so our simplex is not washable, as claimed. □

In order to come up with some positive results as well, the general idea will be that
of using the method in [3]. We have the following statement, coming from there:

Theorem 7.15. The following matrix belongs to End(u), for any n ∈ N:

d×nij =
∑

i=k1...kn

∑
j=l1...ln

dk1l1 . . . dknln

In particular, in the classical case, Z = {1, . . . , N}, all graphs are washable.

Proof. We have two assertions here, the idea being as follows:

(1) Consider the multiplication and comultiplication maps of the algebra C(Z), which
in single index notation are given by:

µ(ei ⊗ ej) = eij , γ(ei) =
∑
i=jk

ej ⊗ ek
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Observe that we have µ∗ = γ, with the adjoint taken with respect to the scalar product
coming from the canonical trace. We conclude that we have:

µ ∈ Hom(u⊗2, u) , γ ∈ Hom(u, u⊗2)

The point now is that we can consider the iterations µ(n), γ(n) of µ, γ, constructed in
the obvious way, and we have then, for any n ∈ N:

µ(n) ∈ Hom(u⊗n, u) , γ(n) ∈ Hom(u, u⊗n)

Now if we assume that we have d ∈ End(u), we have d⊗n ∈ End(u⊗n) for any n ∈ N,
and we conclude that we have the following formula:

µ(n)d⊗nγ(n) ∈ End(u)

But, in single index notation, we have the following formula:

(µ(n)d⊗nγ(n))ij =
∑

i=k1...kn

∑
j=l1...ln

dk1l1 . . . dknln

Thus, we are led to the conclusion in the statement.

(2) Assuming that we are in the case Z = {1, . . . , N}, the matrix d×n in the statement
is simply the componentwise n-th power of d, given by:

d×nij = dnij

As explained in [3] or in chapter 5, a simple analytic argument based on this, using
n → ∞ and then a recurrence on the number of colors, shows that we have washability
indeed. Thus, we are led to the conclusions in the statement. □

In order now to further exploit the findings in Theorem 7.15, an idea would be that
of assuming that we are in the homogeneous case, Z = MK × {1, . . . , L}, and that the
adjacency matrix is split, in the sense that one of the following happens:

dab,cd = eabfcd , dab,cd = eacfbd , dab,cd = eadfbc

Normally the graph should be washable in this case, but the computations are quite
complex, and there is no clear result known in this sense. Thus, as a conclusion to all
this, the basic theory of the quantum groups G+(X) from chapter 5 extends well to the
present quantum graph setting, modulo some subtleties in connection with the colors.

7b. Cayley graphs

With the basic theory of quantum symmetry groups of quantum graphs G+(X) ⊂ S+
Z

developed, we can now start hunting for examples. We already know from chapter 5 that,
even in the Z = {1, . . . , N} case, going beyond trivialities is quite tricky. In the present,
general case, there are however at least 3 things that can be done, as follows:
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(1) We can try to study the quantum graphs modelled on the simplest, non-trivial
quantum space, namely Z = M2. Here we have S+

Z = SZ = SO3, and for the few graphs
here, having |M2| = 4 vertices, we recover certain subgroups of SO3. We will discuss this
in chapter 10 below, when talking about the ADE classification of such subgroups.

(2) We can look for the S+
Z analogues of the quantum reflection groups. This is some-

thing quite fundamental, and potentially useful, and we defer the discussion here, which
is a bit technical, to the end of the present chapter. We will see that such “generalized
quantum reflection groups” exist indeed, and are quite interesting objects.

(3) Finally, we can talk about Cayley theorems and Frucht theorems, in the present
quantum space and quantum graph setting. We already know from chapter 4 that the
passage {1, . . . , N} → Z fixes a number of issues in respect to Cayley theorems, and we
will see here that the same happens in relation with Frucht theorems.

In order to get started, we have the following result, that we basically know from
chapter 4, and that we reproduce here for convenience:

Theorem 7.16. Any finite quantum group G has a Cayley embedding, as follows:

G ⊂ S+
G

However, there are finite quantum groups which are not quantum permutation groups.

Proof. There are two statements here, the idea being as follows:

(1) We have an action G ↷ G, which leaves invariant the Haar measure. Now since
the counting measure is left and right invariant, so is the Haar measure, we conclude that
G↷ G leaves invariant the counting measure, and so we have G ⊂ S+

G , as claimed.

(2) Regarding the second assertion, this is something non-trivial, from [13], the sim-
plest counterexample being a certain quantum group G appearing as a split abelian ex-
tension associated to the factorization S4 = Z4S3, having cardinality |G| = 24. □

The question now is whether we can do better, by viewing G as the quantum symmetry
group of a certain finite quantum graph XG, modelled on the finite quantum space G.
Such questions are quite interesting, and in order to discuss them, let us start with a
study for the classical finite groups G. Here we first have the following result:

Proposition 7.17. Any finite group G appears as G = G(X), with X being the
colored oriented graph having G as set of vertices, and with the edges being colored by

dhk = h−1k

according to the usual colored graph conventions, with color set C = G.
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Proof. Consider indeed the Cayley action of G on itself, which is given by:

G ⊂ SG , g → [h→ gh]

We have dgh,gk = dhk, which gives an action G ↷ X, and so an inclusion G ⊂ G(X).
Conversely now, pick an arbitrary permutation σ ∈ SG. We have then:

σ ∈ G(X) =⇒ dσ(h)σ(k) = dhk

=⇒ σ(h)−1σ(k) = h−1k

=⇒ σ(1)−1σ(k) = k

=⇒ σ(k) = σ(1)k

=⇒ σ ∈ G
Thus, the inclusion G ⊂ G(X) is an equality, as desired. □

We have the following improvement of the above result, in the quantum setting:

Theorem 7.18. Any finite group G appears as G = G+(X), with X being the colored
oriented graph from Proposition 7.17, with vertex set G and adjacency matrix

dhk = h−1k

with the conventions there, namely that the set of colors is C = G itself.

Proof. We know from chapter 5 that the magic matrix u = (uij) of the quantum
group G+(X) must commute with all the color components of d. But these color compo-
nents, dc ∈MG(0, 1) with c ∈ G, are given by the following formula:

dchk =

{
1 if h−1k = c

0 otherwise

With this formula in hand, the commutation computation goes as follows:

dcu = udc ⇐⇒ (dcu)hk = (udc)hk

⇐⇒
∑
g

dchgugk =
∑
g

uhgd
c
gk

⇐⇒
∑
g

δh−1g,cugk =
∑
g

uhgδg−1k,c

⇐⇒ uhc,k = uh,kc−1

⇐⇒ uhc,dc = uhd

In particular, with h = 1 we obtain the following formula:

uc,dc = u1d

Thus all the rows of our magic matrix u = (uij) appear as permutations of the 1st row.
Now since the entries in the 1st row commute, as being pairwise orthogonal projections,
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it follows that all the entries of u commute. Thus our graph has no quantum symmetry,
G+(X) = G(X), and the result follows from Proposition 7.17. □

Our next goal will be that of improving Proposition 7.17 and Theorem 7.18, as to get
rid of orientation, or colors. We first have the following extension of Proposition 7.17:

Proposition 7.19. Given a finite group G, written as G =< S >, define the associ-
ated Cayley graph X by saying that the edges g → h exist when

g−1h ∈ S

and are colored by g−1h ∈ S precisely. Then we have G = G(X).

Proof. We use the same method as in the proofs of Proposition 7.17 and Theorem
7.18. The adjacency matrix of the graph X in the statement is given by:

dhk =

{
h−1k if h−1k ∈ S
0 otherwise

Thus we have an action G↷ X, and so on inclusion G ⊂ G(X). Conversely now, pick
an arbitrary permutation σ ∈ SG. We know that σ must preserve all the color components
of d, which are the following matrices, depending on a color c ∈ S:

dchk =

{
1 if h−1k = c

0 otherwise

In other words, we have the following equivalences:

σ ∈ G(X) ⇐⇒ dcσ(h)σ(k) = dhk,∀c ∈ S
⇐⇒ σ(h)−1σ(k) = h−1k,∀h−1k ∈ S

Now observe that with h = 1 we obtain from this that we have:

k ∈ S =⇒ σ(1)−1σ(k) = k

=⇒ σ(k) = σ(1)k

Next, by taking h ∈ S, we obtain from the above formula that we have:

k ∈ hS =⇒ σ(h)−1σ(k) = h−1k

=⇒ σ(k) = σ(h)h−1k

=⇒ σ(k) = (σ(1)h)h−1k

=⇒ σ(k) = σ(1)k

Thus with g = σ(1) we have the following formula, for any k ∈ S:

σ(k) = gk
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But the same method shows that this formula holds as well for any k ∈ S2, then for
any k ∈ S3, any k ∈ S4, and so on. Thus the above formula σ(k) = gk holds for any
k ∈ G, and so the inclusion G ⊂ G(X) is an equality, as desired. □

We have the following joint extension of Theorem 7.18 and Proposition 7.19:

Theorem 7.20. Given a finite group G, written as G =< S >, define the associated
Cayley graph X by saying that the edges g → h exist when

g−1h ∈ S

and are colored by g−1h ∈ S precisely. Then we have G = G+(X).

Proof. We use the same method as in the proof of Theorem 7.18. The computation
there applies, but this time under the assumption c ∈ S, and gives:

dcu = udc ⇐⇒ uhc,dc = uhd

Now observe that with h = 1 we obtain from this that we have:

uc,dc = u1d

But this shows that the entries of the various c-rows of u = (uij), with c ∈ {1} ∪ S,
pairwise commute. Next, by taking h = c′ ∈ S, we obtain from the above formula:

hc′c,d = uc′d

We conclude from this that the entries of the various c-rows of u = (uij), indexed by
group elements c ∈ {1} ∪ S ∪ S2, pairwise commute. By continuing the procedure we
obtain in this way that all the entries of u commute. Thus our graph has no quantum
symmetry, G+(X) = G(X), and the result follows from Proposition 7.19. □

The above result is not the end of the story, but rather the beginning of it. Indeed,
at a more advanced level, we have the following classical result, due to Frucht:

Theorem 7.21 (Frucht). Any finite group G appears as the symmetry group

G = G(X)

of a certain uncolored, unoriented graph X.

Proof. The idea is to start with the oriented graph in Proposition 7.19, and make
a unoriented graph out of it, by replacing each edge with a copy of the following graph,
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with the height being in a chosen bijection with the corresponding element g−1h ∈ S:
◦

◦ ◦

◦g ◦ ◦ ◦h
With these replacements made, under suitable assumptions on the generating S,

namely 1 /∈ S, plus the fact that S ∩ S−1 must consist only of involutions, one can
prove that G appears indeed of the symmetry group of this graph X. □

So long for classical groups G, viewed as symmetry groups. Further questions, which
are more technical, include getting rid of orientation in Theorem 7.20, as for G to appear
as classical or quantum symmetry group of its Cayley graph, viewed as metric space, and
also the study of the quantum symmetry group of the graph from Theorem 7.21.

In the quantum group case, similar problems make sense, with Theorem 7.16 as a
starting point. For more on all this, we refer to [52], [58] and related papers.

7c. Twisted reflections

With the above technology in hand, we can talk about twisted quantum reflections.
The idea here, from [2], will be that the twisted analogues of the quantum reflection
groups Hs+

N ⊂ S+
sN from chapter 6 will be the quantum automorphism groups S+

Z→Y of
the fibrations of finite quantum spaces Z → Y , which correspond by definition to the
Markov inclusions of finite dimensional C∗-algebras C(Y ) ⊂ C(Z).

In order to discuss this material, let us start with the following definition:

Definition 7.22. A fibration of finite quantum spaces Z → Y corresponds to an
inclusion of finite dimensional C∗-algebras

C(Y ) ⊂ C(Z)

which is Markov, in the sense that it commutes with the canonical traces.

Here the commutation condition with the canonical traces means that the composition
C(Y ) ⊂ C(Z) → C should equal the canonical trace C(Y ) → C. At the level of the
corresponding quantum spaces, this means that the quotient map Z → Y must commute
with the corresponding counting measures, and this is where our term “fibration” comes
from. As for the term “Markov”, this is something standard in subfactor theory.

In order to talk about the quantum symmetry groups S+
Z→Y , we will need:
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Proposition 7.23. Given a fibration Z → Y , a closed subgroup G ⊂ S+
Z leaves

invariant Y precisely when its magic unitary u = (uij) satisfies the condition

e ∈ End(u)

where e : C(Z)→ C(Z) is the Jones projection, onto the subalgebra C(Y ) ⊂ C(Z).

Proof. This is something that we know well from chapter 5, in the commutative
case, where Z is a usual finite set, and the proof in general is similar. □

We can now talk about twisted quantum reflection groups, as follows:

Theorem 7.24. Any fibration of finite quantum spaces Z → Y has a quantum sym-
metry group, which is the biggest acting on Z by leaving Y invariant:

S+
Z→Y ⊂ S+

Z

At the level of algebras of functions, this quantum group S+
Z→Y is obtained as follows, with

e : C(Z)→ C(Y ) being the Jones projection:

C(S+
Z→Y ) = C(S+

Z )
/〈

e ∈ End(u)
〉

We call these quantum groups S+
Z→Y twisted quantum reflection groups.

Proof. This follows indeed from Proposition 7.23. □

As a basic example, let us discuss the commutative case. Here we have:

Proposition 7.25. In the commutative case, the fibration Z → Y must be of the
following special form, with N, s being certain integers,

{1, . . . , N} × {1, . . . , s} → {1, . . . , N} , (i, a)→ i

and we obtain the quantum reflection groups studied in chapter 6,

(S+
Z→Y ⊂ S+

Z ) = (Hs+
N ⊂ S+

sN)

via some standard identifications.

Proof. In the commutative case our fibration must be a usual fibration of finite
spaces, {1, . . . ,M} → {1, . . . , N}, commuting with the counting measures. But this
shows that our fibration must be of the following special form, with N, s ∈ N:

{1, . . . , N} × {1, . . . , s} → {1, . . . , N} , (i, a)→ i

Regarding now the quantum symmetry group, we have the following formula for it,
with e : CN ⊗ Cs → CN being the Jones projection for the inclusion CN ⊂ CN ⊗ Cs:

C(S+
Z→Y ) = C(S+

sN)
/〈

e ∈ End(u)
〉
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On the other hand, recall from chapter 6 that the quantum reflection groupHs+
N ⊂ S+

sN

appears via the condition that the corresponding magic matrix must be sudoku:

u =


a0 a1 . . . as−1

as−1 a0 . . . as−2

...
...

...
a1 a2 . . . a0


But, as explained in [2], [3], this is the same as saying that the quantum group

Hs+
N ⊂ S+

sN appears as the symmetry group of the multi-simplex associated to the fibration
{1, . . . , N} × {1, . . . , s} → {1, . . . , N}, so we have an identification as follows:

(S+
Z→Y ⊂ S+

Z ) = (Hs+
N ⊂ S+

sN)

Thus, we are led to the conclusions in the statement. □

Observe that in Proposition 7.25 the fibration Z → Y is “trivial”, in the sense that it
is of the following special form:

Y × T → Y , (i, a)→ i

However, in the general quantum case, there are many interesting fibrations Z → Y
which are not trivial, and in what follows we will not make any assumption on our
fibrations, and use Definition 7.22 and Theorem 7.24 as stated.

7d. Subfactor results

Following [2], we will prove now that the Tannakian category of S+
Z→Y , which is by

definition a generalization of S+
Z , is the Fuss-Catalan category, which is a generalization

of the Temperley-Lieb category, introduced by Bisch and Jones in [34].

In order to do so, let us first reformulate Theorem 7.24 in a more convenient way, in
purely functional analytic terms, and also as a self-contained statement, as follows:

Theorem 7.26. Any Markov inclusion of finite dimensional algebras D ⊂ B has a
quantum symmetry group S+

D⊂B. The corresponding Woronowicz algebra is generated by
the coefficients of a biunitary matrix v = (vij) subject to the conditions

m ∈ Hom(v⊗2, v) , u ∈ Hom(1, v) , e ∈ End(v)

where m : B ⊗ B → B is the multiplication, u : C→ B is the unit and e : B → B is the
projection onto D, with respect to the scalar product < x, y >= tr(xy∗).

Proof. This is a reformulation of Theorem 7.24, with several modifications made.
Indeed, by using the algebras D = C(Y ), B = C(Z) instead of the quantum spaces Y, Z
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used there, and also by calling the fundamental corepresentation v = (vij), in order to
avoid confusion with the unit u : C→ B, the formula in Theorem 7.24 reads:

C(S+
D⊂B) = C(S+

B )
/〈

e ∈ End(v)
〉

Also, we know from Theorem 7.4 that we have the following formula, again by using
B instead of Z, and by calling the fundamental corepresentation v = (vij):

C(S+
B ) = C(U+

N )
/〈

m ∈ Hom(v⊗2, v), u ∈ Fix(v)
〉

Thus, we are led to the conclusion in the statement. □

As already mentioned, our goal will be that of proving that the Tannakian category
of S+

D⊂B is the Fuss-Catalan category, introduced by Bisch and Jones in [34]. This will
be something quite technical, from [2], jointly generalizing our previous Temperley-Lieb
computations for S+

Z , and our previous results regrading quantum reflection groups.

The Fuss-Catalan category, to be introduced in a moment, is a tensor C∗-category
having (N,+) as monoid of objects. In what follows, we will call such a tensor category
a N-algebra. If C is a N-algebra we use the following notations:

C(m,n) = HomC(m,n) , C(m) = EndC(m)

Let us first discuss in detail the Temperley-Lieb algebra, as a continuation of the
material from chapters 1-4. In the present context, we have the following definition:

Definition 7.27. The N-algebra TL2 of index δ > 0 is defined as follows:

(1) The space TL2(m,n) consists of linear combinations of noncrossing pairings be-
tween 2m points and 2n points:

TL2(m,n) =

∑ α
· · · · · · ← 2m points
W ← m+ n strings
· · ← 2n points


(2) The operations ◦, ⊗, ∗ are induced by the vertical and horizontal concatenation

and the upside-down turning of diagrams:

A ◦B =

(
B

A

)
, A⊗B = AB , A∗ = ∀

(3) With the rule ⃝ = δ, erasing a circle is the same as multiplying by δ.

Our first task will be that of finding a suitable presentation for this algebra. Consider
the following two elements u ∈ TL2(0, 1) and m ∈ TL2(2, 1):

u = δ−
1
2 ∩ , m = δ

1
2 | ∪ |

With this convention, we have the following result:
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Theorem 7.28. The following relations are a presentation of TL2 by the above rescaled
diagrams u ∈ TL2(0, 1) and m ∈ TL2(2, 1):

(1) mm∗ = δ2.
(2) u∗u = 1.
(3) m(m⊗ 1) = m(1⊗m).
(4) m(1⊗ u) = m(u⊗ 1) = 1.
(5) (m⊗ 1)(1⊗m∗) = (1⊗m)(m∗ ⊗ 1) = m∗m.

Proof. This is something well-known, and elementary, by drawing diagrams, and for
details here, we refer for instance to [34]. □

In more concrete terms, the above result says that u,m satisfy the above relations,
which is something clear, and that if C is a N-algebra and v ∈ C(0, 1) and n ∈ C(2, 1)
satisfy the same relations then there exists a N-algebra morphism as follows:

TL2 → C , u→ v , m→ n

Now let B be a finite dimensional C∗-algebra, with its canonical trace. We have
a scalar product < x, y >= tr(xy∗) on B, so B is an object in the category of finite
dimensional Hilbert spaces. Consider the unit u and the multiplication m of B:

u ∈ NB(0, 1) , m ∈ NB(2, 1)

The relations in Theorem 7.28 are then satisfied, and one can deduce from this that
in this case, the category of representations of S+

B is the completion of TL2, as we already
know from chapter 4. Getting now to Fuss-Catalan algebras, we have here:

Definition 7.29. A Fuss-Catalan diagram is a planar diagram formed by an upper
row of 4m points, a lower row of 4n points, both colored

◦ • • ◦ ◦ • • . . .

and by 2m + 2n noncrossing strings joining these 4m + 4n points, with the rule that the
points which are joined must have the same color.

Fix β > 0 and ω > 0. The N-algebra FC is defined as follows. The spaces FC(m,n)
consist of linear combinations of Fuss-Catalan diagrams:

FC(m,n) =


∑

α

◦ • • ◦ ◦ • • ◦ . . . . . . ← 4m colored points
m+ n black strings

W ← and
m+ n white strings

◦ • • ◦ ◦ • • ◦ . . . . . . ← 4n colored points


As before with the Temperley-Lieb algebra, the operations ◦, ⊗, ∗ are induced by

vertical and horizontal concatenation and upside-down turning of diagrams, but this time
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with the rule that erasing a black/white circle is the same as multiplying by β/ω:

A ◦B =

(
B

A

)
, A⊗B = AB , A∗ = ∀

black→⃝ = β , white→⃝ = ω

Let δ = βω. We have the following bicolored analogues of the elements u,m:

u = δ−
1
2

⋂
∩ , m = δ

1
2 ||
⋃
∪ ||

Consider also the black and white Jones projections, namely:

e = ω−1 | ∪∩ | , f = β−1 ||| ∪∩ |||

For simplifying writing we identify x and x⊗ 1. We have the following result:

Theorem 7.30. The following relations, with f = β−2(1⊗me)m∗, are a presentation
of FC by m ∈ FC(2, 1), u ∈ FC(0, 1) and e ∈ FC(1):

(1) The relations in Theorem 7.28, with δ = βω.
(2) e = e2 = e∗, f = f ∗ and (1⊗ f)f = f(1⊗ f).
(3) eu = u.
(4) mem∗ = m(1⊗ e)m∗ = β2.
(5) mm(e⊗ e⊗ e) = emm(e⊗ 1⊗ e).

Proof. As for any presentation result, we have to prove two assertions:

(I) The elements m,u, e satisfy the relations (1-5) and generate the N-algebra FC.
(II) If M , U and E in a N-algebra C satisfy the relations (1-5), then there exists a

morphism of N-algebras FC → C sending m→M , u→ U , e→ E.

(I) First, the relations (1-5) are easily verified by drawing pictures. Let us show now
that the N-subalgebra C =< m, u, e > of FC is equal to FC. First, C contains the
infinite sequence of black and white Jones projections:

p1 = e = ω−1 | ∪∩ |

p2 = f = β−1 ||| ∪∩ |||

p3 = 1⊗ e = ω−1 ||||| ∪∩ |

p4 = 1⊗ f = β−1 ||||||| ∪∩ |||

...
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The algebra C contains as well the infinite sequence of bicolored Jones projections:

e1 = uu∗ = δ−1

⋃
∪⋂
∩

e2 = δ−2m∗m = δ−1 ||
⋃
∪⋂
∩ ||

e3 = 1⊗ uu∗ = δ−1 ||||
⋃
∪⋂
∩

e4 = δ−2(1⊗m∗m) = δ−1 ||||||
⋃
∪⋂
∩ ||

...

By the results of Bisch and Jones in [34], these latter projections generate the diagonal
N-algebra ∆FC. Thus we have inclusions as follows:

∆FC ⊂ C ⊂ FC

By definition of C, we have as well the following equality:

∆FC = ∆C

Also, the existence of semicircles shows that the objects of C and FC are self-dual,
and by Frobenius reciprocity we obtain that for m+ n even, we have:

dim(C(m,n)) = dim(FC(m,n))

By tensoring with u and u∗ we get embeddings as follows:

C(m,n) ⊂ C(m,n+ 1) , FC(m,n) ⊂ FC(m,n+ 1)

But this shows that the above dimension equalities hold for any m and n. Together
with ∆FC ⊂ C ⊂ FC, this shows that C = FC.

(II) Assume that M,U,E in a N-algebra C satisfy the relations (1-5). We have to
construct a morphism FC → C sending:

m→M , u→ U , e→ E

As a first task, we would like to construct a morphism ∆FC → ∆C sending:

m∗m→M∗M , uu∗ → UU∗ , e→ E

By constructing the corresponding Jones projections Ei and Pi, we must send:

ei → Ei , pi → Pi

In order to construct these maps, we use now the fact, from [34], that the following
relations are a presentation of ∆FC:

(a) e2i = ei, eiej = ejei if |i− j| ≥ 2 and eiei±1ei = δ−2ei.
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(b) p2i = pi and pipj = pjpi.

(c) eipi = piei = ei and piej = ejpi if |i− j| ≥ 2.

(d) e2i±1p2ie2i±1 = β−2e2i±1 and e2ip2i±1e2i = ω−2e2i.

(e) p2ie2i±1p2i = β−2p2i±1p2i and p2i±1e2ip2i±1 = ω−2p2ip2i±1.

Thus, it remains to verify that we have the following implication, where m,u, e are
now abstract objects, and we are no longer allowed to draw pictures:

(1− 5) =⇒ (a− e)

But these relations are all easy to verify. The conclusion is that we constructed a
certain N-algebra morphism, as follows:

∆J : ∆FC → ∆C

We have to extend now this morphism into a morphism J : FC → C sending u→ U
and m→M . We will use a standard argument. For w ≥ k, l we define:

ϕ : FC(l, k)→ FC(w)

x→ (u⊗(w−k) ⊗ 1k)x ((u
∗)⊗(w−l) ⊗ 1l)

We can define as well a morphism as follows:

θ : FC(w)→ FC(l, k)

x→ ((u∗)⊗(w−k) ⊗ 1k)x (u
⊗(w−l) ⊗ 1l)

Here 1k = 1⊗k, and the convention x = x⊗ 1 is no longer used. We define Φ and Θ in
C by similar formulae. We have θϕ = ΘΦ = Id. We define a map J by:

FC(l, k)
J //

ϕ

��

C(l, k)

FC(w)
∆J // C(w)

Θ

OO

Since J(a) does now depend on the choice of w, these J maps are the components of
a global map J : FC → C, which sends u→ U and m→M , as desired. □

Getting back now to the inclusions D ⊂ B, we have the following result:

Theorem 7.31. Given a Markov inclusion D ⊂ B, we have

< m, u, e >= FC

as an equality of N-algebras.
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Proof. It is routine to check that the linear maps m,u, e associated to an inclusion
D ⊂ B as in the statement satisfy the relations (1-5) in Theorem 7.30. Thus, we obtain
a certain N-algebra surjective morphism, as follows:

J : FC →< m, u, e >

It remains to prove that this morphism J is faithful. For this purpose, consider the
following map, where v = m∗u ∈ FC(0, 2):

ϕn : FC(n)→ FC(n− 1)

x→ (1⊗(n−1) ⊗ v∗)(x⊗ 1)(1⊗(n−1) ⊗ v)
Consider as well the following map, where v = m∗u ∈ FC(0, 2) is as above:

ψn : C(n)→ C(n− 1)

x→ (1⊗(n−1) ⊗ J(v)∗)(x⊗ 1)(1⊗(n−1) ⊗ J(v))
These maps make then the following diagram commutative:

FC(n)
J //

ϕn

��

C(n)

ψn

��
FC(n− 1)

J // C(n− 1)

By gluing such diagrams we get a factorization by J of the composition on the left of
conditional expectations, which is the Markov trace. By positivity J is faithful on ∆FC,
then by Frobenius reciprocity faithfulness has to hold on the whole FC. □

Getting back now to quantum groups, we have:

Theorem 7.32. Given a Markov inclusion D ⊂ B, the category of representations of
its quantum symmetry group S+

D⊂B is the completion of FC.

Proof. Since S+
D⊂B comes by definition from the relations corresponding tom,u, e, its

tensor category of corepresentations is the completion of the tensor category < m, u, e >.
Thus Theorem 7.31 applies, and gives an isomorphism < m, u, e >≃ FC. □

As already mentioned in the above, in terms of finite quantum spaces and quantum
graphs, the conclusion of all this is that the quantum automorphism groups S+

Z→Y of the
Markov fibrations Z → Y , which can be thought of as being the “twisted versions” of
the quantum reflection groups Hs+

N studied in chapter 6, correspond to the Fuss-Catalan
algebras. We refer to [2] and related papers for more on these topics.

Let us also mention that the various planar algebra results formulated so far through-
out this book have extensions to the present setting. We refer here to [89].
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7e. Exercises

Things have been quite technical in this chapter, and as an exercise on all this, which
is quite technical, but is quite instructive, we have:

Exercise 7.33. Make the connection between the easiness results from chapter 6,
regarding the quantum groups Hs+

N , and the representation theory results from here, re-
garding the quantum automorphism groups S+

Z→Y of the Markov fibrations Z → Y .

This is something a bit tricky, in the sense that no new computations are needed, with
the work instead consisting of making lots of identifications, in order to view the main
results from chapter 6 as particular cases of those discussed here.



CHAPTER 8

Partial permutations

8a. Partial permutations

We discuss in this chapter an extension of some of the results that we have seen so
far, both of algebraic and analytic nature, from the case of the quantum permutations,
to the case of quantum partial permutations. Our motivations are as follows:

(1) In the quantum case, several things are potentially simpler for partial permutations
than for permutations, such as the diagonal subalgebras < uii >⊂ C(G).

(2) Along the same lines, the quantum partial permutations of a graph X, finite or
not, are sometimes simpler to understand than the quantum permutations.

(3) We will see later in this book that the combinatorics of a partial Hadamard matrix
H ∈MM×N(T) is encoded by a certain quantum partial permutation semigroup.

Summarizing, we have good motivations, and potential applications in mind, and all
that will follow will be far from being anecdotical. Getting started now, we have:

Definition 8.1. S̃N is the semigroup of partial permutations of {1 . . . , N},

S̃N =
{
σ : X ≃ Y

∣∣∣X, Y ⊂ {1, . . . , N}}
with the usual composition operation for such partial permutations, namely

σ′σ : σ−1(X ′ ∩ Y ) ≃ σ′(X ′ ∩ Y )

being the composition of σ′ : X ′ ≃ Y ′ and σ : X ≃ Y .

Observe that S̃N is not simplifiable, because the null permutation ∅ ∈ S̃N , having the

empty set as domain/range, satisfies the following formula, , for any σ ∈ S̃N :

∅σ = σ∅ = ∅

Observe also that our semigroup S̃N has a kind of “subinverse” map, which is not a
true inverse in the semigroup sense, sending a partial permutation σ : X → Y to its usual

inverse σ−1 : Y → X. As a first interesting result now about S̃N , which shows that we
are dealing with some non-trivial combinatorics, we have:

177
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Proposition 8.2. The number of partial permutations is given by

|S̃N | =
N∑
k=0

k!

(
N

k

)2

that is, 1, 2, 7, 34, 209, . . . , and we have the formula

|S̃N | ≃ N !

√
exp(4

√
N − 1)

4π
√
N

in the N →∞ limit.

Proof. The first assertion is clear, because in order to construct a partial permutation
σ : X → Y we must choose an integer k = |X| = |Y |, then we must pick two subsets
X, Y ⊂ {1, . . . , N} having cardinality k, and there are

(
N
k

)
choices for each, and finally we

must construct a bijection σ : X → Y , and there are k! choices here. As for the estimate,
which is non-trivial, this is something standard, and well-known. □

Another result, which is trivial, but quite fundamental, is as follows:

Proposition 8.3. We have a semigroup embedding u : S̃N ⊂MN(0, 1), given by

uij(σ) =

{
1 if σ(j) = i

0 otherwise

whose image are the matrices having at most one nonzero entry, on each row and column.

Proof. This is trivial from definitions, with u : S̃N ⊂ MN(0, 1) extending the stan-
dard embedding u : SN ⊂MN(0, 1), that we have been heavily using, so far. □

Let us discuss now some probabilistic aspects, related to the Poisson law computations

from chapter 2. We denote by κ : S̃N → N the cardinality of the domain/range, and by

χl : S̃N → N the number of fixed points among {1, . . . , l}. In terms of the standard
coordinates uij from Proposition 8.3, these variables are given by:

κ =
∑
ij

uij , χl =
l∑

i=1

uii

Generally speaking, we are interested in computing the joint law of (χl, κ). There are
many interesting questions here, and as a main result on the subject, we have:

Theorem 8.4. The measures µlk = law
(
χl
∣∣κ = k

)
are given by

µlk =
∑
q≥0

(
k

q

)(
l

q

)(
N

q

)−2
(δ1 − δ0)∗q

q!

and become Poisson (st) in the k = sN, l = tN,N →∞ limit.
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Proof. We can use the same method as for SN , from chapter 2. Let us set:

S̃
(k)
N =

{
σ ∈ S̃N

∣∣∣κ(σ) = k
}

By using the inclusion-exclusion principle, we obtain the following formula:

P
(
χl = p

∣∣∣κ = k
)

=
1

|S̃(k)
N |

(
l

p

)
#
{
σ ∈ S̃(k−p)

N−p

∣∣∣σ(i) ̸= i, ∀i ≤ l − p
}

=
1

|S̃(k)
N |

(
l

p

)∑
r≥0

(−1)r
(
l − p
r

) ∣∣∣S̃(k−p−r)
N−p−r

∣∣∣
Here the index r, which counts the fixed points among {1, . . . , l− p}, runs a priori up

to min(k, l) − p. However, since the binomial coefficient or the cardinality of the set on
the right vanishes by definition at r > min(k, l)− p, we can sum over r ≥ 0. We have:

|S̃(k)
N | = k!

(
N

k

)2

By using this and then cancelling various factorials, and grouping back into binomial
coefficients, we obtain the following formula:

P
(
χl = p

∣∣∣κ = k
)

=
1

k!
(
N
k

)2( lp
)∑

r≥0

(−1)r
(
l − p
r

)
(k − p− r)!

(
N − p− r
k − p− r

)2

=
∑
r≥0

(−1)r

p!r!

(
k

p+ r

)(
l

p+ r

)(
N

p+ r

)−2

We can now compute the measure itself. With p = q − r, we obtain:

law
(
χl

∣∣∣κ = k
)

=
∑
p≥0

∑
r≥0

(−1)r

p!r!

(
k

p+ r

)(
l

p+ r

)(
N

p+ r

)−2

δp

=
∑
q≥0

∑
r≥0

(−1)r

(q − r)!r!

(
k

q

)(
l

q

)(
N

q

)−2

δq−r

=
∑
q≥0

(
k

q

)(
l

q

)(
N

q

)−2

· 1
q!

∑
r≥0

(−1)r
(
q

r

)
δq−r

The sum on the right being (δ1 − δ0)∗q, this gives the formula in the statement. Re-
garding now the asymptotics, in the regime k = sN, l = tN,N →∞ from the statement,
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the coefficient of (δ1 − δ0)∗q/q! in the formula of µlk is:

cq =

(
k

q

)(
l

q

)(
N

q

)−2

=

(
k
q

)(
N
q

) · (lq)(
N
q

)
≃

(
k

N

)q (
l

N

)q
= (st)q

We deduce that the Fourier transform of µlk is given by:

Fµlk(y) ≃
∑
q≥0

(st)q
(ey − 1)q

q!
= est(e

y−1)

But this is the Fourier transform of the law Poisson (st), and we are done. □

Following [24], let us discuss now the construction of S̃+
N , in analogy with the above

considerations. Let us go back to the embedding in Proposition 8.3, namely:

u : S̃N ⊂MN(0, 1) , uij(σ) = δiσ(j)

The image of this embedding being formed by the matrices in MN(0, 1) having at
most one nonzero entry on each row and column, the matrix u = (uij) is “submagic”, in
the sense that its entries are projections, which are pairwise orthogonal on each row and
column. In fact, Gelfand duality shows that we have the following formula:

C(S̃N) = C∗
comm

(
(uij)i,j=1,...,N

∣∣∣u = submagic
)

This suggests the following definition, given in [24]:

Definition 8.5. C(S̃+
N) is the universal C

∗-algebra generated by the entries of a N×N
submagic matrix u, with comultiplication and counit maps given by

∆(uij) =
∑
k

uik ⊗ ukj , ε(uij) = δij

where “submagic” means formed of projections, which are pairwise orthogonal on rows

and columns. We call S̃+
N semigroup of quantum partial permutations of {1, . . . , N}.

Observe that the morphisms ∆, ε constructed above satisfy the usual axioms for a
comultiplication and an antipode, in the bialgebra setting, namely:

(∆⊗ id)∆ = (id⊗∆)∆

(ε⊗ id)∆ = (id⊗ ε)∆ = id

Observe also that our bialgebra C(S̃+
N) has a kind of “subantipode” map, defined by

S(uij) = uji. The axiom satisfied by this subantipode map S is as follows, where m(3) is
the triple multiplication, and ∆(2) is the double comultiplication:

m(3)(S ⊗ id⊗ S)∆(2) = S
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As a conclusion to this discussion, the basic properties of the quantum semigroup S̃+
N

that we constructed in Definition 8.5 can be summarized as follows:

Proposition 8.6. We have maps as follows,

C(S+
N) ← C(S̃+

N)

↓ ↓

C(SN) ← C(S̃N)

:

S+
N ⊂ S̃+

N

∪ ∪

SN ⊂ S̃N

with the bialgebras at left corresponding to the quantum semigroups at right.

Proof. This is clear from the above discussion, and from the well-known fact that
projections which sum up to 1 are pairwise orthogonal. □

We recall from chapter 1 that we have S+
N ̸= SN starting fromN = 4. At the semigroup

level things get interesting starting from N = 2, where, following [24], we have:

Proposition 8.7. We have an isomorphism as follows,

C(S̃+
2 ) ≃

{
(x, y) ∈ C∗(D∞)⊕ C∗(D∞)

∣∣∣ε(x) = ε(y)
}

where ε : C∗(D∞)→ C1 is the counit, given by the formula

u =

(
p⊕ 0 0⊕ r
0⊕ s q ⊕ 0

)
where p, q and r, s are the standard generators of the two copies of C∗(D∞).

Proof. Consider an arbitrary 2× 2 matrix formed by projections:

u =

(
P R
S Q

)
This matrix is submagic when the following conditions are satisfied:

PR = PS = QR = QS = 0

Now observe that these conditions tell us that the non-unital algebras X =< P,Q >
and Y =< R,S > must commute, and must satisfy xy = 0, for any x ∈ X, y ∈ Y . Thus,
if we denote by Z the universal algebra generated by two projections, we have:

C(S̃+
2 ) ≃ C1⊕ Z ⊕ Z

Now since we have C∗(D∞) = C1⊕ Z, we obtain an isomorphism as follows:

C(S̃+
2 ) ≃

{
(λ+ a, λ+ b)

∣∣∣λ ∈ C, a, b ∈ Z
}

Thus, we are led to the conclusion in the statement. □
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Let us extend now Theorem 8.4 to the free setting. We first have:

Proposition 8.8. The following two elements of C(S̃+
N) are self-adjoint,

χ =
∑
i

uii, κ =
∑
ij

uij

satisfy 0 ≤ χ, κ ≤ N , and coincide with the usual χ, κ on the quotient C(S̃N).

Proof. All the above assertions are clear from definitions, and with the inequalities
0 ≤ χ, κ ≤ N being taken of course in an operator-theoretic sense. □

More generally, we can talk about truncations of the variable χ constructed above,
with respect to a parameter l ∈ {1, . . . , N}, which are constructed as follows:

χl =
l∑

i=1

uii

Let us look now at Theorem 8.4. Since the algebra C(S̃+
N) has no integration func-

tional, we cannot talk about the joint law of (χ, κ). Thus, we need an alternative approach
to µlk. For this purpose, in the classical case, we use the following simple fact:

Proposition 8.9. Any partial permutation σ : X ≃ Y can be factorized as

X
σ //

γ

��

Y

{1, . . . , k}
β

// {1, . . . , k}

α

OO

with α, β, γ ∈ Sk being certain non-unique permutations, where k = κ(σ).

Proof. We can choose any two bijections X ≃ {1, . . . , k} and {1, . . . , k} ≃ Y , and
then complete them up to permutations γ, α ∈ SN . The remaining permutation β ∈ Sk
is then uniquely determined by the formula σ = αβγ. □

We can now formulate an alternative definition for the measures µlk. We fix k ≤ N ,
and we denote by p, q, r the magic matrices for SN , Sk, SN . We have:

Proposition 8.10. Consider the map φ : SN × Sk × SN → S̃N , sending (α, β, γ) to
the partial permutation σ : γ−1{1, . . . , k} ≃ α{1, . . . , k} given by:

σ(γ−1(t)) = α(β(t))

(1) The image of φ is the set S̃
(k)
N = {σ ∈ S̃N |κ(σ) = k}.

(2) The transpose of φ is given by φ∗(uij) =
∑

s,t≤k pis ⊗ qst ⊗ rtj.
(3) µlk equals the law of the variable φ∗(χl) ∈ C(SN × Sk × SN).
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Proof. This is an elementary statement, whose proof goes as follows:

(1) Since α, γ ∈ SN , the domain and range of the associated element σ ∈ S̃N have
indeed cardinality k. The surjectivity follows from Proposition 8.9.

(2) For the element σ ∈ S̃N in the statement, we have:

uij(σ) = 1 ⇐⇒ σ(j) = i

⇐⇒ ∃t ≤ k, γ−1(t) = j, α(β(t)) = i

⇐⇒ ∃s, t ≤ k, γ−1(t) = j, β(t) = s, α(s) = i

⇐⇒ ∃s, t ≤ k, rtj(γ) = 1, qst(β) = 1, pis(α) = 1

⇐⇒ ∃s, t ≤ k, (pis ⊗ qst ⊗ rtj)(α, β, γ) = 1

Now since the numbers s, t ≤ k are uniquely determined by α, β, γ, i, j, if they exist,
we conclude that we have the following formula:

uij(σ) =
∑
s,t≤k

(pis ⊗ qst ⊗ rtj)(α, β, γ)

But this gives the formula in the statement, and we are done.

(3) This comes from the fact that the map φk : SN × Sk × SN → S̃
(k)
N obtained by

restricting the target of φ commutes with the normalized counting measures. At k = N
this follows from the well-known fact that given (α, β, γ) ∈ SN × SN × SN random, the
product αβγ ∈ SN is random, and the general case is clear as well. □

The point now is that we can use the same trick, “σ = αβγ”, in the free case. The
precise preliminary statement that we will need is as follows:

Proposition 8.11. Let p, q, r be the magic matrices for S+
N , S

+
k , S

+
N .

(1) The matrix Uij =
∑

s,t≤k pis ⊗ qst ⊗ rtj is submagic.

(2) We have a representation π : C(S̃+
N)→ C(S+

N × S
+
k × S

+
N), π(uij) = Uij.

(3) π factorizes through the algebra C(S̃
+(k)
N ) = C(S̃+

N)/ < κ = k >.
(4) At k = N , this factorization πk commutes with the Haar functionals.

Proof. Once again, this is an elementary statement, whose proof goes at follows:
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(1) By using the fact that p, q, r are magic, we obtain:

UijUil =
∑
s,t≤k

∑
v,w≤k

pispiv ⊗ qstqvw ⊗ rtjrwl

=
∑
s,t≤k

∑
w≤k

pis ⊗ qstqsw ⊗ rtjrwl

=
∑
s,t≤k

pis ⊗ qst ⊗ rtjrtl

= δjlUij

The proof of UijUlj = δilUij is similar, and we conclude that U is submagic.

(2) This follows from (1), and from the definition of C(S̃+
N).

(3) By using the fact that p, q, r are magic, we obtain indeed:∑
ij

Uij =
∑
ij

∑
s,t≤k

pis ⊗ qst ⊗ rtj

=
∑
s,t≤k

1⊗ qst ⊗ 1

= k

Thus the representation π factorizes indeed through the algebra in the statement.

(4) This is a well-known analogue of the fact that “the product of random permutations
is a random permutation”, that we already used before. Here is a representation theory
proof, using Peter-Weyl theory. With P = Proj(Fix(u⊗n)), we have:∫

S+
N×S+

N×S+
N

Ui1j1 . . . Uinjn =
∑
st

∫
S+
N

pi1s1 . . . pinsn

∫
S+
N

qs1t1 . . . qsntn

∫
S+
N

rt1j1 . . . rtnjn

=
∑
st

Pi1...in,s1...snPs1...sn,t1...tnPt1...tn,j1...jn

= (P 3)i1...in,j1...jn
= Pi1...in,j1...jn

=

∫
S+
N

ui1j1 . . . uinjn

Thus πN commutes indeed with the Haar functionals, and we are done. □

Observe that, since the variable κ is now continuous, 0 ≤ κ ≤ N , the various algebras

C(S̃
+(k)
N ) constructed above don’t sum any longer up to the algebra C(S̃+

N) itself. Thus,
in a certain sense, the above measures µlk encode only a part of the “probabilistic theory”

of S̃+
N . We can however formulate a free analogue of Theorem 8.4, as follows:
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Theorem 8.12. The measures µlk = law(πk(χl)), where πk is defined as

πk : C(S̃
+
N)→ C(S+

N × S
+
k × S

+
N)

uij →
∑
s,t≤k

pis ⊗ qst ⊗ rtj

become free Poisson (st) in the k = sN, l = tN,N →∞ limit.

Proof. The variable that we are interested in, χlk = πk(χl), is given by:

χlk =
∑
i≤l

∑
s,t≤k

pis ⊗ qst ⊗ rti

By raising to the power n and integrating, we obtain the following formula:∫
S+
N×S+

k ×S+
N

(χlk)
n =

∑
ia≤l

∑
sa,ta≤k

∫
S+
N

pi1s1 . . . pinsn

∫
S+
k

qs1t1 . . . qsntn

∫
S+
N

rt1i1 . . . rtnin

By using now the Weingarten formula, the above moment is:

cn =
∑
ist

∑
α...ρ∈NC(n)

δα(i)δβ(s)WnN(α, β) · δγ(s)δδ(t)Wnk(γ, δ) · δε(t)δρ(i)WnN(ε, ρ)

=
∑

α...ρ∈NC(n)

WnN(α, β)Wnk(γ, δ)WnN(ε, ρ)
∑
ist

δα(i)δβ(s)δγ(s)δδ(t)δε(t)δρ(i)

=
∑

α...ρ∈NC(n)

WnN(α, β)Wnk(γ, δ)WnN(ε, ρ)
∑
ist

δα∨ρ(i)δβ∨γ(s)δδ∨ε(t)

=
∑

α...ρ∈NC(n)

WnN(α, β)Wnk(γ, δ)WnN(ε, ρ) · l|α∨ρ|k|β∨γ|k|δ∨ε|

Since in the N → ∞ limit the Gram and Weingarten matrices are concentrated on
the diagonal, we obtain, in the regime in the statement, as in [16]:

cn ≃
∑

α,γ,ε∈NC(n)

N−|α|k−|γ|N−|ε| · l|α∨ε|k|α∨γ|k|γ∨ε|

≃
∑

α,γ,ε∈NC(n)

N−|α|−|γ|−|ε|+|α∨ε|+|α∨γ|+|γ∨ε| · s−|γ|+|α∨γ|+|γ∨ε| · t|α∨ε|

≃
∑

α∈NC(n)

(st)|α|

Thus, we are led to the conclusion in the statement. □

As a conclusion, the operation S̃N → S̃+
N is indeed a “correct” liberation, agreeing

with the standard liberation operation from free probability theory [27], [94].
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8b. Graph symmetries

Some interesting questions, in relation with the classical and quantum partial permu-
tations, appear in relation with graph symmetries. We first have:

Proposition 8.13. Given a graph X with N vertices, and adjacency matrix d ∈
MN(0, 1), consider its partial automorphism semigroup, given by:

G̃(X) =
{
σ ∈ S̃N

∣∣∣dij = dσ(i)σ(j), ∀i, j ∈ Dom(σ)
}

We have then the following formula, with R = diag(Ri), C = diag(Cj), with Ri, Cj being
the row and column sums of the associated submagic matrix u:

C(G̃(X)) = C(S̃N)
/〈

R(du− ud)C = 0
〉

Moreover, when using the relation du = ud instead of the above one, we obtain a certain

semigroup Ḡ(X) ⊂ G̃(X), which can be strictly smaller.

Proof. The definition of G̃(X) in the statement reformulates as follows:

G̃(X) =
{
σ ∈ S̃N

∣∣∣i ∼ j,∃σ(i),∃σ(j) =⇒ σ(i) ∼ σ(j)
}

We have the following computations:

(du)ij(σ) =
∑
k

dikukj(σ) =
∑
k∼i

ukj(σ) =

{
1 if σ(j) ∼ i

0 otherwise

(ud)ij(σ) =
∑
k

uikdkj(σ) =
∑
k∼j

uik(σ) =

{
1 if σ−1(i) ∼ j

0 otherwise

Here the “otherwise” cases include by definition the cases where σ(j), respectively
σ−1(i), is undefined. We have as well the following formulae:

Ri(σ) =
∑
j

uij(σ) =

{
1 if ∃σ−1(i)

0 otherwise

Cj(σ) =
∑
i

uij(σ) =

{
1 if ∃σ(j)
0 otherwise

Now by multiplying the above formulae, we obtain the following formulae:

(Ri(du)ijCj)(σ) =

{
1 if σ(j) ∼ i and ∃σ−1(i) and ∃σ(j)
0 otherwise

(Ri(ud)ijCj)(σ) =

{
1 if σ−1(i) ∼ j and ∃σ−1(i) and ∃σ(j)
0 otherwise
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We conclude that the relations in the statement, which read Ri(du)ijCj = Ri(ud)ijCj,

when applied to a given σ ∈ S̃N , correspond to the following condition:

∃σ−1(i), ∃σ(j) =⇒ [σ(j) ∼ i ⇐⇒ σ−1(i) ∼ j]

But with i = σ(k), this latter condition reformulates as follows:

∃σ(k), ∃σ(j) =⇒ [σ(j) ∼ σ(k) ⇐⇒ k ∼ j]

Thus we must have σ ∈ G̃(X), and we obtain the presentation result for G̃(X).
Regarding now the second assertion, the simplest counterexample here is simplex XN ,
having N vertices and edges everywhere. Indeed, the adjacency matrix of this simplex is
d = IN − 1N , with IN being the all-1 matrix, and so the commutation of this matrix with
u corresponds to the fact that u must be bistochastic. Thus, u must be in fact magic,

and we obtain Ḡ(XN) = SN , which is smaller than G̃(XN) = S̃N . □

With the above result in hand, we are led to the following statement:

Theorem 8.14. The following construction, with R,C being the diagonal matrices

formed by the row and column sums of u, produces a subsemigroup G̃+(X) ⊂ S̃+
N ,

C(G̃+(X)) = C(S̃+
N)
/〈

R(du− ud)C = 0
〉

called semigroup of quantum partial automorphisms of X, whose classical version is G̃(X).

When using du = ud, we obtain a semigroup Ḡ+(X) ⊂ G̃+(X) which can be smaller.

Proof. All this is elementary, the idea being as follows:

(1) In order to construct the comultiplication ∆, consider the following elements:

Uij =
∑
k

uik ⊗ ukj

By using the fact that u is submagic, we deduce that we have:

RU
i (dU)ijC

U
j = ∆(Ri(du)ijCj)

RU
i (Ud)ijC

U
j = ∆(Ri(ud)ijCj)

Thus we can define ∆ by mapping uij → Uij, as desired.

(2) Regarding now ε, the algebra in the statement has indeed a morphism ε defined
by uij → δij, because the following relations are trivially satisfied:

Ri(d1N)ijCj = Ri(1Nd)ijCj

(3) Regarding now S, we must prove that we have a morphism S given by uij → uji.
For this purpose, we know that with R = diag(Ri) and C = diag(Cj), we have:

R(du− ud)C = 0
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Now when transposing this formula, we obtain:

Ct(utd− dut)Rt = 0

Since Ct, Rt are respectively the diagonal matrices formed by the row sums and column
sums of ut, we conclude that the relations R(du−ud)C = 0 are satisfied by the transpose
matrix ut, and this gives the existence of the subantipode map S.

(4) The fact that we have G̃+(X)class = G̃(X) follows from (S+
N)class = SN .

(5) Finally, the last assertion follows from the last assertion in Proposition 8.13, by
taking classical versions, the simplest counterexample being the simplex. □

As a first result now regarding the correspondence X → G̃+(X), we have:

Proposition 8.15. For any finite graph X we have

G̃+(X) = G̃+(Xc)

where Xc is the complementary graph.

Proof. The adjacency matrices of a graph X and of its complement Xc are related
by the following formula, where IN is the all-1 matrix:

dX + dXc = IN − 1N

Thus, in order to establish the formula in the statement, we must prove that:

Ri(INu)ijCj = Ri(uIN)ijCj
For this purpose, let us recall that, the matrix u being submagic, its row sums and

column sums Ri, Cj are projections. By using this fact, we have:

Ri(INu)ijCj = RiCjCj = RiCj

Ri(uIN)ijCj = RiRiCj = RiCj

Thus we have proved our equality, and the conclusion follows. □

In order to discuss now various aspects of the correspondence X → G̃+(X), it is
technically convenient to slightly enlarge our formalism, as follows:

Definition 8.16. Associated to any complex-colored oriented graph X, with adjacency
matrix d ∈MN(C), is its semigroup of partial automorphisms, given by

G̃(X) =
{
σ ∈ S̃N

∣∣∣dij = dσ(i)σ(j), ∀i, j ∈ Dom(σ)
}

as well as its quantum semigroup of quantum partial automorphisms, given by

C(G̃+(X)) = C(S̃+
N)
/〈

R(du− ud)C = 0
〉

where R = diag(Ri), C = diag(Cj), with Ri, Cj being the row and column sums of u.
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With this notion in hand, following the material in chapter 5, let us discuss now the
color independence. Let m, γ be the multiplication and comultiplication of CN :

m(ei ⊗ ej) = δijei , γ(ei) = ei ⊗ ei
We denote by m(p), γ(p) their iterations, given by the following formulae:

m(p)(ei1 ⊗ . . .⊗ ei1) = δi1...ipei1 , γ(p)(ei) = ei ⊗ . . .⊗ ei
Our goal is to use these iterations in the semigroup case, exactly as we did in chapter

5, in the quantum group case. We will need some technical results. Let us start with:

Proposition 8.17. We have the following formulae,

m(p)u⊗p = um(p) , u⊗pγ(p) = γ(p)u

valid for any submagic matrix u.

Proof. We have the following computations, which prove the first formula:

m(p)u⊗p(ei1 ⊗ . . .⊗ eip) =
∑
j

ej ⊗ uji1 . . . ujip = δi1...ip
∑
j

ej ⊗ uji1

um(p)(ei1 ⊗ . . .⊗ eip) = δi1...ipu(ei1) = δi1...ip
∑
j

ej ⊗ uji1

We have as well the following computations, which prove the second formula:

u⊗pγ(p)(ei) = u⊗p(ei ⊗ . . .⊗ ei) =
∑
j

ej ⊗ . . .⊗ ej ⊗ uji

γ(p)u(ei) = γ(p)

(∑
j

ej ⊗ uji

)
=
∑
j

ej ⊗ . . .⊗ ej ⊗ uji

Summarizing, we have proved both formulae in the statement. □

We will need as well a second technical result, as follows:

Proposition 8.18. We have the following formulae, with u,m, γ being as before,

m(p)R⊗pd⊗pγ(p) = Rd×p , m(p)d⊗pC⊗pγ(p) = d×pC

and with × being the componentwise, or Hadamard, product of matrices.

Proof. We have the following computations, which prove the first formula:

m(p)R⊗pd⊗pγ(p)(ei) = m(p)R⊗pd⊗p(ei ⊗ . . .⊗ ei) =
∑
j

ej ⊗Rjd
p
ji

Rd×p(ei) = R

(∑
j

ej ⊗ dpji

)
=
∑
j

ej ⊗Rjd
p
ji
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We have as well the following computations, which prove the second formula:

m(p)d⊗pC⊗pγ(p)(ei) = m(p)d⊗p(ei ⊗ . . .⊗ ei ⊗ Ci) =
∑
j

ej ⊗ dpjiCi

d×pC(ei) = d×p(ei ⊗ Ci) =
∑
j

ej ⊗ dpjiCi

Thus, we have proved both formulae in the statement. □

We can now prove a key result, as follows:

Proposition 8.19. We have the following formulae, with u,m, γ being as before,

m(p)(Rdu)⊗pγ(p) = Rd×pu , m(p)(udC)⊗pγ(p) = ud×pC

and with × being the componentwise product of matrices.

Proof. By using the formulae in Proposition 8.17 and Proposition 8.18, we get:

m(p)(Rdu)⊗pγ(p) = m(p)R⊗pd⊗pu⊗pγ(p)

= m(p)R⊗pd⊗pγ(p)u

= Rd×pu

Once again by using Proposition 8.17 and Proposition 8.18, we have:

m(p)(udC)⊗pγ(p) = m(p)u⊗pd⊗pC⊗pγ(p)

= um(p)d⊗pC⊗pγ(p)

= ud×pC

Thus, we have proved both formulae in the statement. □

We can now prove the color independence result, as follows:

Theorem 8.20. The quantum semigroups of quantum partial isomorphisms of finite
graphs are subject to the “independence on the colors” formula[

dij = dkl ⇐⇒ d′ij = d′kl

]
=⇒ G̃+(X) = G̃+(X ′)

valid for any graphs X,X ′, having adjacency matrices d, d′.

Proof. Given a matrix d ∈ MN(C), consider its color decomposition, which is as
follows, with the color components dc being by definition 0-1 matrices:

d =
∑
c∈C

c · dc

We want to prove that a given quantum semigroup G acts on (X, d) if and only if it
acts on (X, dc), for any c ∈ C. For this purpose, consider the following linear space:

Eu =
{
f ∈MN(C)

∣∣∣Rfu = ufC
}
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In terms of this space, we want to prove that we have:

d ∈ Eu =⇒ dc ∈ Eu, ∀c ∈ C

For this purpose, observe that we have the following implication, as a consequence of
the formulae established in Proposition 8.19:

Rdu = udC =⇒ Rd×pu = ud×pC

We conclude that we have the following implication:

d ∈ Eu =⇒ d×p ∈ Eu,∀p ∈ N

But this gives the result, exactly as in [3], via the standard linear algebra fact that
the color components dc can be obtained from the componentwise powers d×p. □

In contrast with what happens for the groups or quantum groups, in the semigroup
setting we do not have a spectral decomposition result as well. To be more precise,
consider as before the following linear space, associated to a submagic matrix u:

Eu =
{
d ∈MN(C)

∣∣∣Rdu = udC
}

It is clear that Eu is a linear space, containing 1, and stable under the adjoint operation
∗ too. We also know from Theorem 8.20 that Eu is stable under color decomposition.
However, Eu is not stable under taking products, and so is not an algebra, in general.

In general, the computation of G̃+(X) remains a very interesting question. Interesting
as well is the question of generalizing all this to the infinite graph case, |X| = ∞, with
the key remark that this might be simpler than talking about G+(X) with |X| =∞.

8c. Configuration spaces

We discuss now a number of further questions in relation with quantum partial per-

mutations, and more specifically, a number of potential applications of S̃+
N to questions

regarding S+
N itself. Let us start with the following key notion, that will be central:

Definition 8.21. The diagonal algebra of C(S×
N) is defined as

D(S×
N) =< u11, . . . , uNN >⊂ C(S×

N)

with uij being as usual the standard generators of the algebra C(S×
N).

In this definition S×
N can be the usual symmetric group SN , or its free version S+

N ,
that we are mainly interested in. However, we can perform this construction as well for

S̃N , or for its free version S̃+
N , and we will see that this leads to interesting conclusions.

Before getting into the study of diagonal algebras, let us complement Definition 8.21,
which is something algebraic, with its quantum space counterpart, as follows:
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Definition 8.22. The configuration space of S×
N is the quotient S×

N → E×
N given by

C(E×
N) = D(S×

N)

where D(S×
N) =< u11, . . . , uNN >⊂ C(S×

N) is the diagonal algebra of C(S×
N).

According to the above definitions, we have diagrams as follows, with the quantum
groups and semigroups on the left producing the configuration spaces on the right:

S+
N

// S̃+
N

SN

OO

// S̃N

OO

:

E+
N

// Ẽ+
N

EN

OO

// ẼN

OO

As mentioned, we are mainly interested in the diagonal algebra D(S+
N) ⊂ C(S+

N), and
in the corresponding configuration space S+

N → E+
N . Indeed, we know that at N ≥ 4 the

irreducible representations of S+
N have the same fusion rules as SO3, and in particular

their characters are polynomials in the main character χ =
∑

i uii, so we have:

C(S+
N)central ⊂ D(S+

N)

Thus, the diagonal algebra D(S+
N) ⊂ C(S+

N) and the corresponding configuration
space S+

N → E+
N are very interesting objects, encapsulating key information regarding

the quantum group S+
N . However, and here comes our point, enlarging the attention to

quantum semigroups is technically a good idea, as shown by the following result:

Theorem 8.23. The configuration spaces for the main quantum permutation groups
and semigroups are contained into certain tori, as follows,

E+
N

// Ẽ+
N

EN

OO

// ẼN

OO

⊂

T+
N

// T+
N

T ◦
N

OO

// TN

OO

with TN = ZN2 being the real torus, T+
N = Z∗N

2 , and T ◦
N ⊂ TN being a certain subspace,

obtained by removing N points. The inclusions on the left are both isomorphisms.

Proof. There are several things going on here, the idea being as follows:

(1) Let us first look at the diagonal algebra and configuration space for SN . According
to our general construction from Definition 8.21, the diagonal algebra D(SN) is generated
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by the characteristic functions uii of the following subsets of SN :

SiN =
{
σ ∈ SN

∣∣∣σ(i) = i
}

(2) Our first claim is that we have the following dimension formula:

dim (D(SN)) = 2N −N
Indeed, the sets SiN are in “almost” generic position, leading to a dimension of 2N ,

but up to the following constraint, which lowers the dimension by N :

Si1N ∩ . . . ∩ S
iN−1

N = S1
N ∩ . . . ∩ SNN

(3) Our second claim is that, with C(EN) = D(SN), we have an embedding as follows:

EN ⊂ TN

Indeed, since the diagonal coordinates uii are pairwise commuting projections, we have
a certain quotient map C∗(ZN2 ) → D(SN), obtained via Fourier transform, which at the
dual level corresponds to an embedding of finite spaces EN ⊂ TN , as above.

(4) By combining now (2) and (3), we conclude that the configuration space for SN is
a certain subspace EN = T ◦

N ⊂ TN , obtained by removing N points.

(5) With the case of SN done, let us turn now to S̃N . Here the diagonal algebra D(S̃N)
is generated by the characteristic functions uii of the following sets:

S̃iN =
{
σ ∈ S̃N

∣∣∣σ(i) = i
}

Since the sets S̃iN are now in generic position, we have the following formula:

dim
(
D(S̃N)

)
= 2N

Thus, things are simpler for S̃N than for SN . As before, we have a certain quotient map

C∗(ZN2 ) → D(S̃N), obtained via Fourier transform, which at the dual level corresponds

to an embedding of spaces ẼN ⊂ TN , which this time must be an equality.

(6) Finally, for the quantum group S+
N and its semigroup version S̃+

N , there is nothing
much elementary to be done. Since the standard generators uii are still projections, in
both cases, we can only say that the configuration spaces are as follows:

E+
N ⊂ Ẽ+

N ⊂ T+
N

Thus, we are led to the conclusions in the statement. □

As a more advanced result now, complementing Theorem 8.23, we have:

Theorem 8.24. The following happen:

(1) The inclusion E+
N ⊂ T+

N is an equality at N ≥ 4.

(2) The inclusion Ẽ+
N ⊂ T+

N is an equality at any N ≥ 2.
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Proof. This is something quite tricky, the idea being as follows:

(1) The problem here is that of computing the following functional:

φ : C(T+
N )→ C(E+

N) ⊂ C(S+
N)→ C

But a routine study here leads to the conclusion that this functional φ is strictly
positive, giving the faithfulness of the quotient map C(T+

N )→ C(E+
N).

(2) We know from the above that the result holds at N ≥ 4. Thus, we are led to a
study at N = 2, 3, which is something elementary, and we obtain the result. □

All this is quite interesting, and we will be back to such questions, regarding diagonal
algebras and configuration spaces, later in this book, in chapters 9-12 below.

8d. Partial isometries

We have seen so far that the passage from SN ⊂ S+
N to S̃N ⊂ S̃+

N leads to some
interesting combinatorics, and to some potential applications as well. More on this later,
on various occasions, in chapters 9-12 below, and in chapters 13-16 as well.

In the remainder of this chapter we discuss one more piece of related theory, namely
the twisted version of all this, involving this time isometries and quantum isometries,
which are very basic noncommutative geometry objects. Our starting point will be:

Definition 8.25. ÕN is the semigroup of partial linear isometries of RN ,

ÕN =
{
T : A→ B isometry

∣∣∣A,B ⊂ RN
}

with the usual composition operation for such maps, namely

T ′T : T−1(A′ ∩B)→ T ′(A′ ∩B)

being the composition of T ′ : A′ → B′ with T : A→ B.

As a first remark, ÕN is indeed a semigroup, with respect to the operation in the
statement, and this is best seen in the matrix model picture, as follows:

Proposition 8.26. We have an embedding ÕN ⊂ MN(R), obtained by completing
maps T : A→ B into linear maps U : RN → RN , by setting U|A⊥ = 0. Moreover:

(1) This embedding makes ÕN correspond to the set of matrix-theoretic partial isome-
tries, i.e. to the matrices U ∈MN(R) satisfying:

UU tU = U

(2) The semigroup operation on ÕN corresponds in this way to the semigroup opera-
tion for matrix-theoretic partial isometries, namely:

U ◦ V = U(U tU ∧ V V t)V
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Proof. All these assertions are well-known, and elementary. For a vector space
C = A,B let indeed IC : C ⊂ RN be the inclusion, and PC : RN → C be the projection.
The correspondence T ↔ U in the statement is then given by:

A
T // B

IB

��
RN

PA

OO

U
// RN

A
T //

IA

��

B

RN

U
// RN

PB

OO

The fact that the composition U ◦ V is indeed a partial isometry comes from the fact
that the projections U tU and V V t are absorbed when performing the product:

U(U tU ∧ V V t)V · V t(U tU ∧ V V t)U t · U(U tU ∧ V V t)V = U(U tU ∧ V V t)V

Thus, we are led to the conclusions in the statement. □

In general, the multiplication formula U ◦ V = U(U tU ∧ V V t)V in Proposition 8.26
(2), while being quite complicated, is quite unavoidable. In view of some future liberation
purposes, we would need a functional analytic interpretation of it. We have here:

Proposition 8.27. C(ÕN) is the universal commutative C∗-algebra generated by the
entries of a N ×N matrix u = (uij) satisfying the relations

u = ū , uutu = u

with comultiplication given by the formula

(id⊗∆)u = u12(p13 ∧ q12)u13 = lim
n→∞

UU t . . . U tU︸ ︷︷ ︸
2n+1 terms

where p = uut, q = utu and Uij =
∑

k uik ⊗ ukj.

Proof. The presentation assertion is standard, by using the Gelfand and Stone-

Weierstrass theorems. Let us find now the comultiplication map of C(ÕN). For this
purpose, consider the following canonical isomorphism:

Φ : C(ÕN)⊗ C(ÕN)→ C(ÕN × ÕN)

Consider as well the following map:

Lij(U, V ) = (U ◦ V )ij

With these conventions, the comultiplication map of C(ÕN) is given by:

∆(uij) = Φ−1(Lij)

In order to write now the map Lij in tensor product form, we can use:

P ∧Q = lim
n→∞

(PQ)n
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More precisely, with P = V V t and Q = U tU , we obtain the following formula:

(U ◦ V )ij =
∑
kl

Uik(P ∧Q)klVlj = lim
n→∞

∑
kl

Ukl(PQ)
n
klVlj

With a0 = k, a2n = l, and by expanding the product, we obtain:

(U ◦ V )ij = lim
n→∞

∑
a0...a2n

Uia0Pa0a1Qa1a2 . . . Pa2n−2a2n−1Qa2n−1a2nVa2nj

= lim
n→∞

∑
a0...a2n

Uia0Qa1a2 . . . Qa2n−1a2n · Pa0a1 . . . Pa2n−2a2n−1Va2nj

Now by getting back to ∆(uij) = Φ−1(Lij), with Lij(U, V ) = (U ◦ V )ij, we conclude
that we have the following formula, with p = uut and q = utu:

∆(uij) = lim
n→∞

∑
a0...a2n

uia0qa1a2 . . . qa2n−1a2n ⊗ pa0a1 . . . pa2n−2a2n−1ua2nj

Let us expand now both matrix products p = uut and q = utu. In terms of the element

Uij =
∑

k uik ⊗ ukj in the statement, the sum on the right, say S
(n)
ij , becomes:

S
(n)
ij =

∑
as

uia0(u
tu)a1a2 . . . (u

tu)a2n−1a2n ⊗ (uut)a0a1 . . . (uu
t)a2n−2a2n−1ua2nj

=
∑
asbscs

uia0ub1a1ub1a2 . . . ubna2n−1ubna2n ⊗ ua0c1ua1c1 . . . ua2n−2cnua2n−1cnua2nj

=
∑
bscs

Uic1Ub1c1Ub1c2 . . . UbncnUbnj

= (UU t . . . U tU︸ ︷︷ ︸
2n+1 terms

)ij

Thus we have obtained the second formula in the statement. Regarding now the first
formula, observe that we have U = u12u13. This gives:

UU t . . . U tU︸ ︷︷ ︸
2n+1 terms

= (u12u13)(u
t
13u

t
12) . . . (u

t
13u

t
12)(u12u13)

= u12(u13u
t
13)(u

t
12u12) . . . (u13u

t
13)(u

t
12u12)u13

= u12p13q12 . . . p13q12u13

But this gives the first formula in the statement, and we are done. □

Let us construct now the liberations. We have here the following definition:

Definition 8.28. To any N ∈ N we associate the following algebra,

C(Õ+
N) = C∗

(
(uij)i,j=1,...,N

∣∣∣uij = u∗ij, uu
t = p = projection

)
and we call the underlying object Õ+

N space of quantum partial isometries.



8D. PARTIAL ISOMETRIES 197

As a first result regarding these liberations, we have:

Proposition 8.29. We have embeddings of compact quantum spaces

O+
N

// Õ+
N

ON

OO

// ÕN

OO

and the spaces on the right produce the compact those on the left by dividing by the relations
p = p′ = q = q′ = 1, where q = u∗u and q′ = utū, as in Definition 8.28.

Proof. It follows from definitions that we have embeddings as above. Regarding now

the second assertion, in the case of Õ+
N , the relations p = p′ = q = q′ = 1 read:

uut = ūut = utu = utū = 1

We deduce that both u, ut are unitaries, and so when dividing by these relations we
obtain the quantum group O+

N . As for the result regarding the classical versions, this is
clear too, by dividing by the commutation relations ab = ba. □

Let us discuss now the multiplicative structure. We have here:

Proposition 8.30. Õ+
N has a non-associative multiplication given by

(id⊗∆)u = u12(p13 ∧ q12)u13 = lim
n→∞

UU t . . . U tU︸ ︷︷ ︸
2n+1 terms

where p = uut, q = utu and Uij =
∑

k uik ⊗ ukj, compatible with that of ÕN , O
+
N .

Proof. First of all, the equality between the two matrices on the right in the state-
ment follows as in the proof of Proposition 8.27. Let us call W = (Wij) this matrix.
In order to check that ∆(uij) = Wij defines indeed a morphism, we must verify that
W = (Wij) satisfies the conditions in Definition 8.28. We have:

WW tW = u12(p13 ∧ q12)u13 · ut13(p13 ∧ q12)ut12 · u12(p13 ∧ q12)u13
= u12(p13 ∧ q12)p13(p13 ∧ q12)p12(p13 ∧ q12)u13
= u12(p13 ∧ q12)u13 = W

Regarding now the last assertion, this is clear from definitions. □

Finally, let us discuss probabilistic aspects. We use the same method as for S̃+
N . So,

pick an exponent ◦ ∈ {∅,+}, set κ =
∑

ij uiju
t
ij, and consider the following algebra:

C(Õ
◦(k)
N ) = C(Õ◦

N)/ < κ = k >

With this convention, we have the following result:
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Proposition 8.31. For any ◦ ∈ {∅,+} we have a representation

πk : C(Õ
◦(k)
N )→ C(O◦

N ×O◦
k ×O◦

N)

πk(uij) =
∑
s,t≤k

pis ⊗ qst ⊗ rtj

which commutes with the Haar functionals at k = N .

Proof. In the classical case, ◦ = ∅, the first observation is that any partial isometry
T : A → B, with the linear spaces A,B ⊂ RN having dimension dim(A) = dim(B) = k,
decomposes as T = UVW , with U,W ∈ ON and V ∈ Ok:

A
T //

W

��

B

Rk

V
// Rk

U

OO

We conclude that we have a surjection φ : ON ×Ok ×ON → Õ
(k)
N mapping (U, V,W )

to the partial isometry T : W−1(Rk)→ U(Rk) given by:

T (W−1x) = U(V x)

By proceeding now as in the proof of Proposition 8.10 (2), we see that the transpose
map π = φ∗ is the representation in the statement, and we are done with the classical
case. In the free case, this is a routine extension of Proposition 8.10. We have indeed:

(UU tU)ij =
∑
kl

UikUlkUlj

=
∑
kl

∑
s,t≤k

∑
v,w≤k

∑
y,z≤k

pisplvply ⊗ qstqvwqyz ⊗ rtkrwkrzj

=
∑
s,t≤k

∑
y,z≤k

pis ⊗ qstqytqyz ⊗ rzj

=
∑
s,z≤k

pis ⊗ qsz ⊗ rzj

= Uij
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Since uij = u∗ij implies Uij = U∗
ij, this proves the partial isometry condition. Let us

ckeck now that this representation vanishes on the ideal < κ = k >. We have:∑
ij

UijU
t
ij =

∑
ij

∑
s,t≤k

∑
v,w≤k

pispiv ⊗ qstqvw ⊗ rtjrwj

=
∑
s,t≤k

1⊗ qstqst ⊗ 1

= k

Thus we have a representation πk as in the statement. Finally, the last assertion is
already known, from the proof of Proposition 8.10 (3). □

With the above result in hand, we can construct variables χlk and then real probability
measures µlk exactly as in the discrete case, in the following way:

χlk = πk(χl) , µlk = law(χlk)

With these conventions, we have the following result, which is similar to the analytic

liberation result obtained in the above for the liberation operation S̃N → S̃+
N :

Theorem 8.32. The operation ÕN → Õ+
N is an analytic liberation, in the sense that

we have the Bercovici-Pata bijection for

µlk = πk(χl)

in the k = sN, l = tN,N →∞ limit.

Proof. This follows by using standard integration technology, from [15], [25], [42].
More precisely, the Weingarten computation in the proof of Theorem 8.12 gives the fol-
lowing formula, in the k = sN , l = tN , N → ∞ limit, where D(n) ⊂ P (n) denotes the
set of partitions associated to the quantum group O◦

N under consideration:

lim
N→∞

∫
O◦

N×O◦
k×O

◦
N

(χlk)
n =

∑
α∈D(n)

(st)|α|

On the other hand, we know from [15], [25], [42] that the law of the truncated
character χl is given by the following formula, in the l = tN , N →∞ limit:

lim
N→∞

∫
O◦

N

(χl)
n =

∑
α∈D(n)

t|α|

We conclude that in the k = sN , l = tN , N →∞ limit, we have:

lim
N→∞

µlk = lim
N→∞

µslN

Thus, we are led to the conclusion in the statement. □
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Summarizing, we have basic results regarding ÕN ⊂ Õ+
N , in analogy with what we

know about S̃N ⊂ S̃+
N , and these results can be though of as being a “twisted” extension

of what we know about S̃N ⊂ S̃+
N , due to the isomorphism S+

MN
= PO+

N . There are far
more things that can be said on this subject, and generally speaking, the whole subject
belongs to the relatively new and exciting “free geometry” area. And here, the number
of things that can be done, inspired by classical geometry, is potentially infinite.

8e. Exercises

Things in this chapter have often been related to various research questions, and our
exercises here will be research-level as well. First, we have:

Exercise 8.33. Construct an explicit embedding of type

S̃N ⊂ S2N

and then variables over S2N extending our variables χ, κ.

Here there are of course many possible answers to the first question, but assuming that
the answer to this first question is found in the most straightforward way, our variables

χ, κ : S̃N → N should then correspond to the variables χl, χr : S2N → N counting
respectively the number of fixed points in {1, . . . , N}, and in {N + 1, . . . , 2N}.

Exercise 8.34. Reformulate all the probabilistic computations for

S̃+
N

// Õ+
N

S̃N //

OO

ÕN

OO

in terms of suitable homogeneous spaces over the corresponding quantum groups.

The answer can be actually found in the literature, so the question is that of finding
that literature, and making a brief account of it, in the cases that we are interested in.

Exercise 8.35. Develop some theory for the diagonal algebra D(S+
∞).

To be more precise here, S+
∞ itself is not defined, and the problem is that of talking

however about D(S+
∞), based on the computations did in the above.



Part III

Transitive subgroups



I’m coming up only to hold you under
I’m coming up only to show you wrong
And to know you is hard, we wonder
To know you all wrong, we warn



CHAPTER 9

Orbits, orbitals

9a. Orbits, orbitals

We have seen so far that several classes of subgroups G ⊂ SN liberate into clossed
subgroups G+ ⊂ S+

N . Our goal here, in this third part of the present book, will be to have
a systematic look at the liberation operation G → G+, going beyond easiness. We will
be particularly interested in the transitive subgroups G ⊂ SN , and how they liberate into
subgroups G+ ⊂ S+

N , this being perhaps the most important case.

Getting started now, a useful tool for the study of the subgroups G ⊂ SN are the
orbits of the action G ↷ {1, . . . , N}, and also the orbitals and higher orbitals of this
action. In the quantum case, G ⊂ S+

N , the theory goes back to Bichon’s paper [31], and
then to the paper of Lupini, Mančinska, Roberson [69]. Following [31], we first have:

Theorem 9.1. Given a closed subgroup G ⊂ S+
N , with standard coordinates denoted

uij ∈ C(G), the following defines an equivalence relation on {1, . . . , N},

i ∼ j ⇐⇒ uij ̸= 0

that we call orbit decomposition associated to the action G↷ {1, . . . , N}. In the classical
case, G ⊂ SN , this is the usual orbit equivalence.

Proof. We first check the fact that we have indeed an equivalence relation. The
reflexivity axiom i ∼ i follows by using the counit, as follows:

ε(uii) = 1 =⇒ uii ̸= 0

The symmetry axiom i ∼ j =⇒ j ∼ i follows by using the antipode:

S(uji) = uij =⇒ [uij ̸= 0 =⇒ uji ̸= 0]

As for the transitivity axiom i ∼ k, k ∼ j =⇒ i ∼ j, this follows by using the
comultiplication, and positivity. Consider indeed the following formula:

∆(uij) =
∑
k

uik ⊗ ukj

203
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On the right we have a sum of projections, and we obtain from this, as desired:

uik ̸= 0, ukj ̸= 0 =⇒ uik ⊗ ukj > 0

=⇒ ∆(uij) > 0

=⇒ uij ̸= 0

Finally, in the classical case, where G ⊂ SN , the standard coordinates are:

uij = χ
(
σ ∈ G

∣∣∣σ(j) = i
)

Thus uij ̸= 0 means that i, j must be in the same orbit, as claimed. □

Generally speaking, the theory from the classical case extends well to the quantum
group setting, and we have in particular the following result, also from [31]:

Theorem 9.2. Given a closed subgroup G ⊂ S+
N , with magic matrix u = (uij), con-

sider the associated coaction map, on the space X = {1, . . . , N}:

Φ : C(X)→ C(X)⊗ C(G) , ei →
∑
j

ej ⊗ uji

The following three subalgebras of C(X) are then equal,

Fix(u) =
{
ξ ∈ C(X)

∣∣∣uξ = ξ
}

Fix(Φ) =
{
ξ ∈ C(X)

∣∣∣Φ(ξ) = ξ ⊗ 1
}

Fix(∼) =
{
ξ ∈ C(X)

∣∣∣i ∼ j =⇒ ξi = ξj

}
where ∼ is the orbit equivalence relation constructed in Theorem 9.1.

Proof. The fact that we have Fix(u) = Fix(Φ) is standard, with this being valid
for any corepresentation u = (uij). Indeed, we first have the following computation:

ξ ∈ Fix(u) ⇐⇒ uξ = ξ

⇐⇒ (uξ)j = ξj,∀j
⇐⇒

∑
i

ujiξi = ξj,∀j
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On the other hand, we have as well the following computation:

ξ ∈ Fix(Φ) ⇐⇒ Φ(ξ) = ξ ⊗ 1

⇐⇒
∑
i

Φ(ei)ξi = ξ ⊗ 1

⇐⇒
∑
ij

ej ⊗ ujiξi =
∑
j

ej ⊗ ξj

⇐⇒
∑
i

ujiξi = ξj,∀j

Thus we have Fix(u) = Fix(Φ), as claimed. Regarding now the equality of this
algebra with Fix(∼), observe first that given a vector ξ ∈ Fix(∼), we have:∑

i

ujiξi =
∑
i∼j

ujiξi

=
∑
i∼j

ujiξj

=
∑
i

ujiξj

= ξj

Thus ξ ∈ Fix(u) = Fix(Φ). Finally, for the reverse inclusion, we know from The-
orem 9.1 that the magic unitary u = (uij) is block-diagonal, with respect to the orbit
decomposition there. But this shows that the algebra Fix(u) = Fix(Φ) decomposes as
well with respect to the orbit decomposition, so in order to prove the result, we are left
with a study in the transitive case. More specifically we must prove that if the action is
transitive, then u is irreducible, and this being clear, we obtain the result. See [31]. □

We have as well a useful analytic result, as follows:

Theorem 9.3. Given a closed subgroup G ⊂ S+
N , the matrix

Pij =

∫
G

uij

is the orthogonal projection onto Fix(∼), and determines the orbits of G↷ {1, . . . , N}.

Proof. This follows from Theorem 9.2, and from the standard fact, coming from
Peter-Weyl theory, that P is the orthogonal projection onto Fix(u). □

As a comment on the above result, we can see there an interesting relation between
the orbit problematics and the Weingarten function problematics. We will be back to this
key phenomenon on various occasions, in what follows.
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Following now Lupini, Mančinska, Roberson [69], let us discuss the higher orbitals.
Things are quite tricky here, and we have the following result, to start with:

Theorem 9.4. Let G ⊂ S+
N be a closed subgroup, with magic unitary u = (uij), and

let k ∈ N. The relation

(i1, . . . , ik) ∼ (j1, . . . , jk) ⇐⇒ ui1j1 . . . uikjk ̸= 0

is then reflexive and symmetric, and is transitive at k = 1, 2. In the classical case,
G ⊂ SN , this relation is transitive at any k ∈ N, and is the usual k-orbital equivalence.

Proof. This is known from [69], the proof being as follows:

(1) The reflexivity of ∼ follows by using the counit, as follows:

ε(uirir) = 1,∀r =⇒ ε(ui1i1 . . . uikik) = 1

=⇒ ui1i1 . . . uikik ̸= 0

=⇒ (i1, . . . , ik) ∼ (i1, . . . , ik)

(2) The symmetry follows by applying the antipode, and then the involution:

(i1, . . . , ik) ∼ (j1, . . . , jk) =⇒ ui1j1 . . . uikjk ̸= 0

=⇒ ujkik . . . uj1i1 ̸= 0

=⇒ uj1i1 . . . ujkik ̸= 0

=⇒ (j1, . . . , jk) ∼ (i1, . . . , ik)

(3) The transitivity at k = 1, 2 is more tricky. Here we need to prove that:

ui1j1 . . . uikjk ̸= 0 , uj1l1 . . . ujklk ̸= 0 =⇒ ui1l1 . . . uiklk ̸= 0

In order to do so, we use the following formula:

∆(ui1l1 . . . uiklk) =
∑
s1...sk

ui1s1 . . . uiksk ⊗ us1l1 . . . usklk

To be more precise, at k = 1 the result is clear from this by positivity, and known
since Theorem 9.1. At k = 2 now, we can use the following trick, from [69]:

(ui1j1 ⊗ uj1l1)∆(ui1l1ui2l2)(ui2j2 ⊗ uj2l2) =
∑
s1s2

ui1j1ui1s1ui2s2ui2j2 ⊗ uj1l1us1l1us2l2uj2l2

= ui1j1ui2j2 ⊗ uj1l1uj2l2
Indeed, we obtain from this the following implication, as desired:

ui1j1ui2j2 ̸= 0, uj1l1uj2l2 ̸= 0 =⇒ ui1l1ui2l2 ̸= 0

(4) Finally, assume that we are in the classical case, G ⊂ SN . We have:

uij = χ
(
σ ∈ G

∣∣∣σ(j) = i
)
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But this formula shows that we have the following equivalence:

ui1j1 . . . uikjk ̸= 0 ⇐⇒ ∃σ ∈ G, σ(i1) = j1, . . . , σ(ik) = jk

In other words, (i1, . . . , ik) ∼ (j1, . . . , jk) happens precisely when (i1, . . . , ik) and
(j1, . . . , jk) are in the same k-orbital of G, and this gives the last assertion. □

The above result raises the question about what exactly happens at k = 3, in relation
with transitivity, and the answer here, due to McCarthy [73], is as follows:

Theorem 9.5. There are closed subgroups G ⊂ S+
N , as for instance the Kac-Paljutkin

quantum group G ⊂ S+
4 , for which ∼ is not transitive at k = 3.

Proof. This is something quite technical, from [73], and we will come back to this,
with details, later on, when talking about S+

4 and its subgroups. □

In view of the above results, and as a conclusion to all this, what we have on the
higher orbitals, we can only formulate a modest definition, as follows:

Definition 9.6. Given a closed subgroup G ⊂ S+
N , consider the relation defined by:

(i1, . . . , ik) ∼k (j1, . . . , jk) ⇐⇒ ui1j1 . . . uikjk ̸= 0

(1) The equivalence classes with respect to ∼1 are called orbits of G.
(2) The equivalence classes with respect to ∼2 are called orbitals of G.
(3) If ∼k with k ≥ 3 is transitive, we call its equivalence classes k-orbitals of G.

We should mention here that having this definition, which might look a bit deceiving,
should not be a source of worries, because in practice, orbits and orbitals are what we
need. As for the higher orbitals, existing or not, we will be back to them later.

9b. Group duals

As an application of the above general theory, still following [31], let us discuss now

the group duals Γ̂ ⊂ S+
N . We first have the following result:

Theorem 9.7. Given a quotient group ZN1 ∗ . . . ∗ ZNk
→ Γ, we have an embedding

Γ̂ ⊂ S+
N , with N = N1 + . . .+Nk, having the following properties:

(1) This embedding appears by diagonally joining the embeddings ẐNk
⊂ S+

Nk
, and

the corresponding magic matrix has blocks of sizes N1, . . . , Nk.
(2) The equivalence relation on X = {1, . . . , N} coming from the orbits of the action

Γ̂ ↷ X appears by refining the partition N = N1 + . . .+Nk.

Proof. This is something elementary, the idea being as follows:
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(1) Given a quotient group ZN1 ∗ . . .∗ZNk
→ Γ, we have indeed a standard embedding

as follows, with N = N1 + . . .+Nk, that we actually know well since chapter 1:

Γ̂ ⊂ ̂ZN1 ∗ . . . ∗ ZNk
= ẐN1 ∗̂ . . . ∗̂ ẐNk

≃ ZN1 ∗̂ . . . ∗̂ZNk
⊂ SN1 ∗̂ . . . ∗̂SNk

⊂ S+
N1
∗̂ . . . ∗̂S+

Nk
⊂ S+

N

(2) Regarding the magic matrix, our claim is that this is as follows, FN = 1√
N
(wijN)

with wN = e2πi/N being Fourier matrices, and gl being the standard generator of ZNl
:

u =

FN1I1F
∗
N1

. . .
FNk

IkF
∗
Nk

 , Il =


1

gl
. . .

gNl−1
l


(3) Indeed, let us recall that the magic matrix for ZN ⊂ SN ⊂ S+

N is given by:

vij = χ
(
σ ∈ ZN

∣∣∣σ(j) = i
)
= δi−j

Let us apply now the Fourier transform. According to our Pontrjagin duality conven-
tions from chapter 1, we have a pair of inverse isomorphisms, as follows:

Φ : C(ZN)→ C∗(ZN) , δi →
1

N

∑
k

wikgk

Ψ : C∗(ZN)→ C(ZN) , gi →
∑
k

w−ikδk

Here w = e2πi/N , and we use the standard Fourier analysis convention that the indices
are 0, 1, . . . , N − 1. With F = 1√

N
(wij) and I = diag(gi) as above, we have:

uij = Φ(vij)

=
1

N

∑
k

w(i−j)kgk

=
1

N

∑
k

wikgkw−jk

= (FIF ∗)ij

Thus, the magic matrix that we are looking for is u = FIF ∗, as claimed.

(4) Finally, the second assertion in the statement is clear from the fact that u is
block-diagonal, with blocks corresponding to the partition N = N1 + . . .+Nk. □
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As a first comment on the above result, not all group dual subgroups Γ̂ ⊂ S+
N appear

exactly as above, a well-known counterexample here being the Klein group:

K = Z2 × Z2 ⊂ S4 ⊂ S+
4

Indeed, with K = {1, a, b, c}, where c = ab, consider the embedding K ⊂ S4 given by
a = (12)(34), b = (13)(24), c = (14)(23). The corresponding magic matrix is:

u =


δ1 δa δb δc
δa δ1 δc δb
δb δc δ1 δa
δc δb δa δ1

 ∈M4(C(K))

Now since this matrix is not block-diagonal, the only choice for K = K̂ to appear as
in Theorem 9.7 would be via a quotient map Z4 → K, which is impossible. As a second
comment now on Theorem 9.7, in the second assertion there we really have a possible
refining operation, as shown by the example provided by the trivial group, namely:

ZN1 ∗ . . . ∗ ZNk
→ {1}

Summarizing, what we have in Theorem 9.7 is rather a beginning of something, and
some further study is needed, in order to clarify the structure of the arbitrary group dual

subgroups Γ̂ ⊂ S+
N , and the structure of their orbits, in connection with Theorem 9.1. As

a complementary result here, regarding the Klein group, we have:

Proposition 9.8. The magic unitary for K̂ ⊂ S4 diagonalizes as

FuF =


δ1 0 0 0
0 δb 0 0
0 0 δa 0
0 0 0 δc

 ∈M4(C
∗(K))

where F = F2 ⊗ F2 is the Fourier matrix of K.

Proof. Consider indeed the Fourier matrix of K = Z2 × Z2, which is:

F = F2 ⊗ F2 =
1√
2

(
1 1
1 −1

)
⊗ 1√

2

(
1 1
1 −1

)
=

1

2


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1


By conjugating the magic matrix u found above by this matrix F , we obtain:

FuF =


δ1 + δa + δb + δc 0 0 0

0 δ1 − δa + δb − δc 0 0
0 0 δ1 + δa − δb − δc 0
0 0 0 δ1 − δa − δb + δc


Thus, we are led via K ≃ K̂ to the conclusion in the statement. □
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In order to further discuss all this, how the group dual subgroups Γ̂ ⊂ S+
N and the

corresponding magic matrices appear, and how these magic matrices diagonalize, plainly

or over blocks, let us first enlarge the attention to the group dual subgroups Γ̂ ⊂ G of an
arbitrary closed subgroup G ⊂ U+

N . The theory here, coming from [98], is as follows:

Proposition 9.9. Given a closed subgroup G ⊂ U+
N and a matrix Q ∈ UN , we let

TQ ⊂ G be the diagonal torus of G, with fundamental representation spinned by Q:

C(TQ) = C(G)
/〈

(QuQ∗)ij = 0
∣∣∣∀i ̸= j

〉
This torus is then a group dual, TQ = Λ̂Q, where ΛQ =< g1, . . . , gN > is the discrete group
generated by the elements gi = (QuQ∗)ii, which are unitaries inside C(TQ).

Proof. Since v = QuQ∗ is a unitary corepresentation, its diagonal entries gi = vii,
when regarded inside C(TQ), are unitaries, and satisfy:

∆(gi) = gi ⊗ gi
Thus C(TQ) is a group algebra, and more specifically we have C(TQ) = C∗(ΛQ), where

ΛQ =< g1, . . . , gN > is the group in the statement, and this gives the result. □

Summarizing, associated to any closed subgroup G ⊂ U+
N is a whole family of tori,

indexed by the unitaries U ∈ UN . As a first result regarding these tori, we have:

Proposition 9.10. Any torus T ⊂ G appears as follows, for a certain Q ∈ UN :
T ⊂ TQ ⊂ G

In other words, any torus appears inside a standard torus.

Proof. Given a torus T ⊂ G, we have an inclusion as follows:

T ⊂ G ⊂ U+
N

On the other hand, we know that each torus T = Λ̂ ⊂ U+
N , coming from a group

Λ =< g1, . . . , gN >, has a fundamental corepresentation as follows, with Q ∈ UN :

u = Q

g1 . . .
gN

Q∗

But this shows that we have T ⊂ TQ, and this gives the result. □

Generally speaking, the family {TQ|Q ∈ UN} constructed above can be thought of as
being a kind of “maximal torus” for G ⊂ U+

N , the idea being that various algebraic or
analytic properties of G can be read on the tori TQ. We refer here to [23].

In view of the above theory and results, a main problem that we are interested in,

when discussing the group dual subgroups Γ̂ ⊂ S+
N , is the computation of the standard

tori of S+
N . And the result here, complementing Theorem 9.7, is as follows:
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Theorem 9.11. For the quantum permutation group S+
N , the discrete group quotient

FN → ΛQ with Q ∈ UN comes from the following relations:
gi = 1 if

∑
lQil ̸= 0

gigj = 1 if
∑

lQilQjl ̸= 0

gigjgk = 1 if
∑

lQilQjlQkl ̸= 0

Also, given a decomposition N = N1 + . . . +Nk, for the matrix Q = diag(FN1 , . . . , FNk
),

where FN = 1√
N
(ξij)ij with ξ = e2πi/N is the Fourier matrix, we obtain

ΛQ = ZN1 ∗ . . . ∗ ZNk

with dual embedded into S+
N in a standard way, as in Theorem 9.7.

Proof. This can be proved by a direct computation, as follows:

(1) Fix a unitary matrix Q ∈ UN , and consider the following quantities:
ci =

∑
lQil

cij =
∑

lQilQjl

dijk =
∑

l Q̄ilQ̄jlQkl

We write w = QvQ∗, where v is the fundamental corepresentation of C(S+
N). Assume

X ≃ {1, . . . , N}, and let α be the coaction of C(S+
N) on C(X). Let us set:

φi =
∑
l

Q̄ilδl ∈ C(X)

Also, let gi = (QvQ∗)ii ∈ C∗(ΛQ). If β is the restriction of α to C∗(ΛQ), then:

β(φi) = φi ⊗ gi
(2) Now recall that C(X) is the universal C∗-algebra generated by elements δ1, . . . , δN

which are pairwise orthogonal projections. Writing these conditions in terms of the lin-
early independent elements φi by means of the formulae δi =

∑
lQilφl, we find that the

universal relations for C(X) in terms of the elements φi are as follows:
∑

i ciφi = 1

φ∗
i =

∑
j cijφj

φiφj =
∑

k dijkφk

(3) Let Λ̃Q be the group in the statement. Since β preserves these relations, we get:
ci(gi − 1) = 0

cij(gigj − 1) = 0

dijk(gigj − gk) = 0
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We conclude from this that ΛQ is a quotient of Λ̃Q. On the other hand, it is immediate
that we have a coaction map as follows:

C(X)→ C(X)⊗ C∗(Λ̃Q)

Thus C(Λ̃Q) is a quotient of C(S+
N). Since w is the fundamental corepresentation of

S+
N with respect to the basis {φi}, it follows that the generator wii is sent to g̃i ∈ Λ̃Q,

while wij is sent to zero. We conclude that Λ̃Q is a quotient of ΛQ. Since the above

quotient maps send generators on generators, we conclude that ΛQ = Λ̃Q, as desired.

(4) We apply the result found in (3), with the N -element set X there being:

X = ZN1 ⊔ . . . ⊔ ZNk

With this choice, we have ci = δi0 for any i. Also, we have cij = 0, unless i, j, k belong
to the same block to Q, in which case cij = δi+j,0, and also dijk = 0, unless i, j, k belong
to the same block of Q, in which case dijk = δi+j,k. We conclude from this that ΛQ is the
free product of k groups which have generating relations as follows:

gigj = gi+j , g−1
i = g−i

But this shows that our group is ΛQ = ZN1 ∗ . . . ∗ ZNk
, as stated. □

The above result does of course not close the discussion, and the Klein group embed-
ding, from Proposition 9.8, remains for instance to be unified with the general embeddings
from Theorem 9.7. This is something quite technical, and we will get back to this question
in chapter 10 below, after studying more in detail the transitive subgroups G ⊂ S+

N .

9c. Higher orbitals

Let us get away now from group dual subgroups, and go back to the general theory
of orbits and orbitals for the arbitary closed subgroups G ⊂ S+

N . As a complement to
the results that we have, whose conclusions were summarized in Definition 9.6, we will
discuss now an analytic approach to the higher orbitals, which is particularly useful when
∼k is not transitive. Let us begin with the following standard result:

Proposition 9.12. For a subgroup G ⊂ SN , which fundamental corepresentation
denoted u = (uij), the following numbers are equal:

(1) The number of k-orbitals.
(2) The dimension of space Fix(u⊗k).
(3) The number

∫
G
χk, where χ =

∑
i uii.

Proof. This is well-known, the proof being as follows:
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(1) = (2) Given σ ∈ G and vector ξ =
∑

i1...ik
αi1...ikei1 ⊗ . . .⊗ eik , we have:

σ⊗kξ =
∑
i1...ik

αi1...ikeσ(i1) ⊗ . . .⊗ eσ(ik)

ξ =
∑
i1...ik

ασ(i1)...σ(ik)eσ(i1) ⊗ . . .⊗ eσ(ik)

Thus σ⊗kξ = ξ holds for any σ ∈ G precisely when α is constant on the k-orbitals of
G, and this gives the equality between the numbers in (1) and (2).

(2) = (3) This follows from the Peter-Weyl theory, because χ =
∑

i uii is the character
of the fundamental corepresentation u. □

In the quantum case now, where we have a closed subgroup G ⊂ S+
N , we have:

Proposition 9.13. Given a closed subgroup G ⊂ S+
N , and a number k ∈ N, consider

the following linear space:

Fk =
{
ξ ∈ (CN)⊗k

∣∣∣ξi1...ik = ξj1...jk ,∀(i1, . . . , ik) ∼ (j1, . . . , jk)
}

(1) We have Fk ⊂ Fix(u⊗k).
(2) At k = 1, 2 we have Fk = Fix(u⊗k).
(3) In the classical case, we have Fk = Fix(u⊗k).
(4) For G = S+

N with N ≥ 4 we have F3 ̸= Fix(u⊗3).

Proof. The tensor power u⊗k being the corepresentation (ui1,...ik,j1...jk)i1...ik,j1...jk , the
corresponding fixed point space Fix(u⊗k) consists of the vectors ξ satisfying:∑

j1...jk

ui1j1 . . . uikjkξj1...jk = ξi1...ik , ∀i1, . . . , ik

With this formula in hand, the proof goes as follows:

(1) Assuming ξ ∈ Fk, the above fixed point formula holds indeed, because:∑
j1...jk

ui1j1 . . . uikjkξj1...jk =
∑
j1...jk

ui1j1 . . . uikjkξi1...ik = ξi1...ik

(2) This is something more tricky, coming from the following formulae:

uik

(∑
j

uijξj − ξi

)
= uik(ξk − ξi)

ui1k1

(∑
j1j2

ui1j1ui2j2ξj1j2 − ξi1i2

)
ui2k2 = ui1k1ui2k2(ξk1k2 − ξi1i2)

(3) This follows indeed from Proposition 9.12.
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(4) This follows from the representation theory of S+
N with N ≥ 4, and from some

elementary computations, the dimensions of the two spaces involved being 4 < 5. To be
more precise, let us start with the symmetric group SN . It follows from definitions that
the k-orbitals are indexed by the partitions π ∈ P (k), as follows:

Cπ =
{
(i1, . . . , ik)

∣∣∣ ker i = π
}

In particular at k = 3 we have 5 such orbitals, corresponding to:

⊓⊓ , ⊓ | , | ⊓ , ⊓| , | | |

Regarding now S+
N , the 3-orbitals are exactly as for SN , except for the fact that the ⊓|

and | | | 3-orbitals get merged. Thus, we have 4 such orbitals, corresponding to:

⊓⊓ , ⊓ | , | ⊓ , | | |
.....

As for the number of analytic orbitals, this is the same as for SN , namely 5. □

The above considerations suggest formulating the following definition:

Definition 9.14. Given a closed subgroup G ⊂ U+
N , the integer

dimFix(u⊗k) =

∫
G

χk

is called number of analytic k-orbitals.

To be more precise, in the classical case the situation is of course well understood,
and this is the number of k-orbitals. The same goes for the general case, with k = 1, 2,
where this is the number of k-orbitals. At k = 3 and higher, however, even in the case
where the algebraic 3-orbitals are well-defined, their number is not necessarily the above
one. In the particular case k = 3, we have as well the following result:

Proposition 9.15. For a closed subgroup G ⊂ S+
N , and an integer k ≤ 3, the following

conditions are equivalent:

(1) G is k-transitive, in the sense that Fix(u⊗k) has dimension 1, 2, 5.
(2) The k-th moment of the main character is

∫
G
χk = 1, 2, 5.

(3) We have the integration formula∫
G

ui1j1 . . . uikjk =
(N − k)!
N !

for distinct indices ir and distinct indices jr.
(4) An arbitrary polynomial integral∫

G

ui1j1 . . . uikjk

equals (N−| ker i|)!
N !

when ker i = ker j, and equals 0, otherwise.
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Proof. Most of these implications are well-known, the idea being as follows:

(1) ⇐⇒ (2) This follows from the Peter-Weyl type theory from [98], because the
k-th moment of the character counts the number of fixed points of u⊗k.

(2) ⇐⇒ (3) This follows from the Schur-Weyl duality results for SN , S
+
N and from

P (k) = NC(k) at k ≤ 3.

(3) ⇐⇒ (4) Once again this follows from P (k) = NC(k) at k ≤ 3, and from a
standard integration result for SN , stating that we have:∫

SN

ui1j1 . . . uikjk = δker i,ker j
(N − | ker i|)!

N !

Thus, we are led to the conclusions in the statement. □

As a conclusion to all these considerations, we have:

Theorem 9.16. For a closed subgroup G ⊂ S+
N , and an integer k ∈ N, the number

dim(Fix(u⊗k)) =
∫
G
χk of “analytic k-orbitals” has the following properties:

(1) In the classical case, this is the number of k-orbitals.
(2) In general, at k = 1, 2, this is the number of k-orbitals.
(3) At k = 3, when this number is minimal, G is 3-transitive in the above sense.

Proof. This follows indeed from the above considerations. □

We will be back to all this later, with a number of more powerful tools.

9d. Finite subgroups

We discuss now an alternative take on the above questions, in the finite quantum
group case. Let us start with the following standard definition:

Definition 9.17. Associated to any finite quantum group F is its dual finite quantum

group G = F̂ , given by C(G) = C(F )∗, with Hopf C∗-algebra structure as follows:

(1) Multiplication (φψ)a = (φ⊗ ψ)∆(a).
(2) Unit 1 = ε.

(3) Involution φ∗(a) = φ(S(a)∗).
(4) Comultiplication (∆φ)(a⊗ b) = φ(ab).
(5) Counit ε(φ) = φ(1).
(6) Antipode (Sφ)a = φ(S(a)).

Our aim will be that of reformulating in terms of G = F̂ the quantum permutation
group condition F ⊂ S+

N . We will see later how this can potentially help, by dropping the
assumption that F,G are finite, in connection with various quantum permutation group
questions. In order to get started, we have the following well-known fact:
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Proposition 9.18. Given F and G = F̂ as in Definition 9.17, the formula

π : C(G)→MN(C) , φ→ [φ(uij)]ij

defines a ∗-algebra representation precisely when u is a corepresentation.

Proof. In one sense, the fact that π is multiplicative follows from the fact that u is
comultiplicative, in the sense that ∆(uij) =

∑
k uik ⊗ ukj, as follows:

π(φψ) = [(φψ)uij]ij

= [(φ⊗ ψ)∆(uij)]ij

=
[∑

k

φ(uik)ψ(ukj)
]
ij

= [φ(uij)]ij[ψ(uij)]ij

= π(φ)π(ψ)

The fact that the morphism π constructed above is unital is clear, coming from the
fact that u is counital, in the sense that ε(uij) = δij, as follows:

π(ε) = [ε(uij)]ij = 1

Regarding now the fact that π is involutive, observe first that we have:

φ∗(uij) = φ(S(uij)∗) = φ(uji)

Thus, we can prove that π is indeed involutive, as follows, using the fact that u is
coinvolutive, in the sense that S(uij) = u∗ji, as follows:

π(φ∗) = [φ∗(uij)]ij = [φ(uji)]ij =
[
[φ(uij)]ij

]∗
= π(φ)∗

Finally, the proof in the other sense follows from exactly the same computations. □

In order to reach now to the condition F ⊂ S+
N , we must impose several conditions on

the matrix u = (uij). Let us start with the bistochasticity condition. We have here:

Proposition 9.19. Given F and G = F̂ as in Proposition 9.18, the matrix u = (uij)
is bistochastic, in the sense that all the row and column sums are 1, precisely when the
associated ∗-algebra representation π : C(G)→MN(C) satisfies the conditions

π(φ)ξ = φ(1)ξ , π(φ)tξ = φ(1)ξ

where ξ ∈ CN is the all-one vector.

Proof. We want the following two conditions to be verified:∑
j

uij = 1 ,
∑
i

uij = 1



9D. FINITE SUBGROUPS 217

In what regards the condition
∑

j uij = 1, observe that in terms of π, we have:

∑
j

π(φ)ij =
∑
j

φ(uij) = φ

(∑
j

uij

)
Thus, we want this quantity to be φ(1), for any i, and this leads to the condition

π(φ)ξ = φ(1)ξ in the statement. As for the second condition, namely
∑

i uij = 1, this
leads to the second condition in the statement, namely π(φ)tξ = φ(1)ξ. □

Independently of the above result, we must impose the condition that the coordinates
uij are self-adjoint. The result here is as follows:

Proposition 9.20. Given F and G = F̂ as in Proposition 9.18, we have uij = u∗ij
precisely when the associated ∗-algebra representation π : C(G)→MN(C) satisfies:

πS(φ) = π(φ)t

Proof. According to formula (Sφ)a = φ(S(a)) from Definition 9.17, we have:

πS(φ) = [Sφ(uij)]ij = [φ(u∗ji)]ij

With this formula in hand, we see that the condition uij = u∗ij means that this latter
matrix should be [φ(uji)]ij = π(φ)t, as claimed. □

Let us put now what we have together. We are led to the following statement:

Proposition 9.21. Given F and G = F̂ as in Proposition 9.18, u = (uij) is bis-
tochastic, with self-adjoint entries, precisely when associated ∗-algebra representation

π : C(G)→MN(C) , φ→ [φ(uij)]ij

satisfying the following conditions,

π(φ)ξ = φ(1)ξ , π(φ)tξ = φ(1)ξ , πS(φ) = π(φ)t

with ξ ∈ CN being the all-one vector.

Proof. This follows indeed from Proposition 9.19 and Proposition 9.20. □

In order to reach now to F ⊂ S+
N , we must impose one final condition, stating that

the entries of u = (uij) are idempotents, u2ij = uij. This is something more technical:

Proposition 9.22. Given F and G = F̂ as in Proposition 9.21, we have u2ij = uij
precisely when the associated ∗-algebra representation π : C(G)→MN(C) satisfies

m(π ⊗ π)∆(φ) = π(φ)m

as an equality of maps CN ⊗ CN → CN , where m is the multiplication of CN .
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Proof. We have the following computation, by using the Sweedler notation:

m(π ⊗ π)∆(φ)(ei ⊗ ej) = m(π ⊗ π)
(∑

φ1 ⊗ φ2

)
(ei ⊗ ej)

= m

(∑∑
kl

φ1(uki)ek ⊗ φ2(ulj)el

)
=

∑∑
k

φ1(uki)φ2(ukj)ek

=
∑∑

k

(φ1 ⊗ φ2)(uki ⊗ ukj)ek

=
∑
k

∆(φ)(uki ⊗ ukj)ek

=
∑
k

φ(ukiukj)ek

On the other hand, we have as well the following computation:

π(φ)m(ei ⊗ ej) = π(φ)δijei

=
[
φ(uij)

]
ij
δijei

= δij
∑
k

φ(uki)ek

Thus, the condition in the statement simply reads ukiukj = δijuki, for any i, j, k. In
particular with i = j we obtain, as desired, the idempotent condition:

u2ki = uki

Conversely now, if this idempotent condition is satisfied, then u = (uij) follows to be
a matrix of projections, which is bistochastic. Thus this matrix is magic, and so we have
ukiukj = δijuki for any i, j, k, and this leads to the formula in the statement. □

Let us put now what we have together. We are led to the following statement:

Theorem 9.23. Given F and G = F̂ as in Definition 9.17, we have F ⊂ S+
N , with

associated magic matrix u = (uij), precisely when we have a ∗-algebra representation

π : C(G)→MN(C) , φ→ [φ(uij)]ij

satisfying the following conditions,

π(φ)ξ = φ(1)ξ , π(φ)tξ = φ(1)ξ

πS(φ) = π(φ)t , m(π ⊗ π)∆(φ) = π(φ)m

where ξ ∈ CN is the all-one vector, and m is the multiplication of CN .
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Proof. This follows indeed from Proposition 9.21 and Proposition 9.22, and from the
well-known fact, already mentioned in the proof of Proposition 9.22, that a magic matrix
u = (uij) is the same as a matrix of projections which is bistochastic. □

As a first illustration, in the classical case, we have:

Proposition 9.24. Given a closed subgroup F ⊂ UN , the associated ∗-algebra repre-
sentation constructed in Theorem 9.23 is given by

π : C∗(F )→MN(C) ,
∑
g

λgg →
∑
g

λgg

and we have F ⊂ SN precisely when the conditions in Theorem 9.18 are satisfied.

Proof. Here the first assertion is clear from definitions. As for the second assertion,
this is something that we know from Theorem 9.23, but here is a direct check as well:

(1) For φ ∈ C∗(F ) given by φ =
∑

g λgg we have π(φ) =
∑

g λgg, and also φ(1) =∑
g λg via C∗(F ) ≃ C(F )∗ so the bistochasticity condition F ⊂ CN corresponds indeed

to the conditions π(φ)ξ = φ(1)ξ and π(φ)tξ = φ(1)ξ from Theorem 9.23.

(2) Once again with φ =
∑

g λgg, we have the following formulae:

πSφ = π

(∑
g

λgg
−1

)
=
∑
g

λgg
−1

π(φ)t =

(∑
g

λgg

)t

=
∑
g

λgg
t

Thus F ⊂ ON , which is the same as saying that g−1 = gt, for any g ∈ F , is indeed
equivalent to the condition πS(φ) = π(φ)t from Theorem 9.23.

(3) As before with φ =
∑

g λgg, assuming F ⊂ SN , we have the following formula:

m(π ⊗ π)∆(φ)(ei ⊗ ej) = m

(∑
g

λgg ⊗ g

)
(ei ⊗ ej)

= m

(∑
g

λgeg(i) ⊗ eg(j)

)
= δij

∑
g∈G

λgeg(i)
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On the other hand, we have as well the following formula:

π(φ)m(ei ⊗ ej) =

(∑
g

λgg

)
m(ei ⊗ ej)

=

(∑
g

λgg

)
(δijei)

= δij
∑
g

δgeg(i)

Thus the condition m(π⊗π)∆(φ) = π(φ)m in Theorem 9.23 must be indeed satisfied,
and the proof of the converse is similar, using the same computations. □

In the group dual case now, the result is as follows:

Theorem 9.25. Given a finite group G, and setting F = Ĝ, the associated ∗-algebra
representation constructed in Theorem 9.23 appears as follows, for a certain family of
generators g1, . . . , gN ∈ H, and for a certain unitary U ∈ UN ,

π : C(G)→MN(C) , φ→ U

g1 . . .
gN

U∗

and we have F ⊂ S+
N precisely when the conditions in Theorem 9.23 are satisfied, which

in turn mean that the representation π appears as in Theorem 9.7.

Proof. Here the first assertion is standard, coming from Woronowicz’s Peter-Weyl
type theory from [98]. As for the second assertion, since the algebra C(G) is commutative,
its matrix representation π must appear diagonally, spinned by a unitary, as claimed. □

There are many things that can be done with finite quantum permutation groups, in
the present dual formalism. In order to discuss this, let us start with:

Proposition 9.26. Given G = F̂ as in Theorem 9.23, the ∗-algebra representation

π : C(G)→MN(C)

gives rise to a family of ∗-algebra representations as follows, for any k ∈ N,

πk : C(G)→MN(C)⊗k , πk = π⊗k∆(k)

that we will still denote by π, when there is no confusion, which are given by

πi1...ik,j1...jk(φ) = φ(ui1j1 . . . uikjk)

in standard multi-index notation for the elements of MN(C)⊗k.
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Proof. We have the following computation, in Sweedler notation:

πi1...ik,j1...jk(φ) = < π⊗k∆(k)(φ)(ej1 ⊗ . . .⊗ ejk), ei1 ⊗ . . .⊗ eik >

=
〈
π⊗k

(∑
φ1 ⊗ . . .⊗ φk

)
(ej1 ⊗ . . .⊗ ejk), ei1 ⊗ . . .⊗ eik

〉
=

∑
< π(φ1)ej1 , ei1 > . . . < π(φk)ejk , eik >

=
∑

φ1(ui1j1) . . . φk(uikjk)

= ∆(k)(φ)(ui1j1 . . . uikjk)

= φ(ui1j1 . . . uikjk)

Thus, we are led to the conclusion in the statement. □

Following [15] and related papers, and also [73], let us discuss as well integration
questions, in the present dual setting. We have here the following result:

Theorem 9.27. The polynomial integrals over G are given by[∫
ui1j1 . . . uikjk

]
i1...ik,j1...jk

= π⊗k∆(k)(∫)

and the moments of the main character χ =
∑

i uii are given by∫
χk = Tr(π⊗k∆(k)(∫))

where ∫ ∈ C(G) is the Haar integration functional.

Proof. The first formula is clear from Proposition 9.26. Regarding now the moments
of the main character, observe that we have the following general formula:

Tr(π⊗k∆(k)(φ)) =
∑
i1...ik

φ(ui1i1 . . . uikik) = φ(χk)

In particular, with φ =
∫
, we are led to the formula in the statement. □

As a second topic, let us discuss the orbit and orbital theory. We first have:

Theorem 9.28. The orbits of F ⊂ S+
N can be defined dually by i ∼ j when

πij(φ) > 0

for a certain positive linear form φ > 0.

Proof. We know from [31] that i ∼ j when uij ̸= 0 is an equivalence relation on
{1, . . . , N}. Here is a proof of this fact, using our present, dual formalism:

(1) The reflexivity of ∼ as defined in the statement is clear, coming from:

π(1) = 1 =⇒ πii ̸= 0
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(2) The symmetry is clear too, coming from πS(φ) = π(φ)t. Alternatively:

π(φ∗) = π(φ)∗ =⇒ πij(φ
∗) = πij(φ)

(3) Regarding now the transitivity, things are a bit more tricky. We have:

πij(φψ) =
∑
k

πik(φ)πkj(ψ)

Now since φ ≥ 0 implies φ(uij) ≥ 0 for any i, j, we obtain the result. □

Regarding the orbitals, following [69], we have:

Proposition 9.29. The relation on {1, . . . , N}k given by i ∼ j when

πi1...ik,j1...jk(φ) > 0

for a certain positive linear form φ > 0, is reflexive and symmetric.

Proof. The reflexivity is clear exactly as at k = 1, coming from:

π(1) = 1 =⇒ πi1...ik,i1...ik ̸= 0

The symmetry is clear too, coming from πS(φ) = π(φ)t. Alternatively:

π(φ∗) = π(φ)∗ =⇒ πi1...ik,j1...jk(φ
∗) = πi1...ik,j1...jk(φ)

Thus, we are led to the conclusion in the statement. □

Finally, let us discuss the actions F ↷ X of the finite quantum groups on the finite

graphs, formulated in our dual setting, in terms of G = F̂ . Let us start with:

Definition 9.30. We say that a compact quantum group G acts dually on X when

[Im(π), d] = 0

where d ∈MN(C) is the adjacency matrix of X. Also, when the condition

Im(π) = {d}′

is satisfied, we say that G is the dual quantum automorphism group of X.

Observe also that we have assumed here d ∈ MN(C), which means that our finite
graph X can be oriented, with the edges colored by complex numbers, as in [3] and in
chapter 5. Regarding now the general theory, in the dual setting, we first have:

Proposition 9.31. The following happen, in regards with the usual graphs:

(1) The empty graph is always invariant.
(2) The same goes for the complete graph.
(3) X and its complement Xc have the same quantum automorphism group.
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Proof. The empty graph, having adjacency matrix d = 0N , is obviously invariant.
The same goes for the complete graph, having adjacency matrix d = IN − 1N , due to our
bistochasticity conditions from our main set of axioms, namely:

π(φ)ξ = φ(1)ξ , π(φ)tξ = φ(1)ξ

More generally, we obtain from axioms, and more specifically from the above bis-
tochasticity conditions, that we have invariance under complementation, as claimed. □

Among the other basic results from [3] is the fact that the quantum actions on graphs
are stable under spectral and color decomposition, at the level of the associated adjacency
matrices. We can easily recover these key results with our dual formalism, as follows:

Theorem 9.32. The quantum actions on graphs are stable under the following oper-
ations, at the level of the associated adjacency matrices:

(1) Spectral decomposition.
(2) Color decomposition.

Proof. We have two results to be proved, the idea being as follows:

(1) The spectral decomposition result is clear by definition, because the spectral pro-
jections of the adjacency matrix d belong to the algebra < d >, that the algebra Im(π)
must commute with, according to Definition 9.30.

(2) Regarding now the color decomposition, following [3], we want to prove that we
have a commutation relation as follows, for any color c ∈ C:

[Im(π), dc] = 0

By a standard analytic argument, this is equivalent to the following fact, which must
be valid for any n ∈ N, with × being the componentwise, of Hadamard product:

[Im(π), d×n] = 0

In order to establish this formula, observe that we have:

[π(φ), d] = 0 =⇒ [π(φ1)⊗ . . .⊗ π(φn), d⊗n] = 0

=⇒ [π⊗n∆(n)(φ), d⊗n] = 0

We have the following formula:

[πn(φ) · d⊗n]i1...in,j1...jn =
∑
k1...kn

(πn(φ))i1...in,k1...kn(d
⊗n)k1...kn,j1...jn

=
∑
k1...kn

φ(ui1k1 . . . uinkn)dk1j1 . . . dknjn
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We have as well the following formula:

[d⊗n · πn(φ)]i1...in,j1...jn =
∑
k1...kn

(d⊗n)i1...in,k1...kn(π
n(φ))k1...kn,j1...jn

=
∑
k1...kn

di1k1 . . . dinknφ(uk1j1 . . . uknjn)

Now observe that with i1 = . . . = ik = i in the first formula, we obtain:

[πn(φ) · d⊗n]i...i,j...j =
∑
k1...kn

φ(uik1 . . . uikn)dk1j . . . dknj

=
∑
k

φ(uik)d
n
kj

= [π(φ) · d×n]ij
Also, with j1 = . . . = jk = i in the first formula, we obtain:

[d⊗n · πn(φ)]i...i,j...j =
∑
k1...kn

dik1 . . . diknφ(uk1j . . . uknj)

=
∑
k

dnikφ(ukj)

= [d×n · π(φ)]ij
Thus, we obtain [π(φ), d×n] = 0, and by arguing as in [3], we obtain the result. □

9e. Exercises

We have seen in this chapter how to deal with the arbitrary subgroups G ⊂ S+
N , by

using orbitals, group duals, and related techniques. As a first exercise, we have:

Exercise 9.33. Formulate and study a notion of k-transitivity for the subgroups

G ⊂ S+
N

by requiring that the action G↷ {1, . . . , N} has a minimal number of k-orbitals.

As before, there are many things that can be done here, in analogy with the theory
of the higher transitive subgroups G ⊂ SN , but in the quantum case some of the things
will work only at k = 1, or k ≤ 2, or k ≤ 3. We will be back to all this.

Exercise 9.34. Extend the theory of the duals G = F̂ of the finite subgroups

F ⊂ S+
N

developed here, notably by solving the orbital problem formulated above.

As with the previous exercises, this is something quite tricky, partly going into unex-
plored territory, and the more the results, the better.



CHAPTER 10

Transitive subgroups

10a. Transitivity

In this chapter we restrict the attention to the transitive subgroups G ⊂ S+
N . Let

us first review the basic theory here, that we will need in what follows. The notion of
transitivity, which goes back to Bichon’s paper [31], can be introduced as follows:

Definition 10.1. Let G ⊂ S+
N be a closed subgroup, with magic unitary u = (uij),

and consider the equivalence relation on {1, . . . , N} given by i ∼ j ⇐⇒ uij ̸= 0.

(1) The equivalence classes under ∼ are called orbits of G.
(2) G is called transitive when the action has a single orbit.

In other words, we call a subgroup G ⊂ S+
N transitive when uij ̸= 0, for any i, j.

This notion of transitivity is standard, coming in a straightforward way from the orbit
theory from chapter 9. In the classical case, we obtain of course the usual notion of
transitivity. We have the following result, once again coming from [31]:

Proposition 10.2. For a closed subgroup G ⊂ S+
N , the following are equivalent:

(1) G is transitive.
(2) Fix(u) = Cξ, where ξ is the all-one vector.
(3)

∫
G
uij =

1
N
, for any i, j.

Proof. This is well-known in the classical case. In general, the proof is as follows:

(1) ⇐⇒ (2) We use the standard fact that the fixed point space of a corepresentation
coincides with the fixed point space of the associated coaction:

Fix(u) = Fix(Φ)

As explained in chapter 9, the fixed point space of the magic corepresentation u = (uij)
has the following interpretation, in terms of orbits:

Fix(u) =
{
ξ ∈ C(X)

∣∣∣i ∼ j =⇒ ξ(i) = ξ(j)
}

In particular, the transitivity condition corresponds to Fix(u) = Cξ, as stated.

(2) ⇐⇒ (3) This is clear from the general properties of the Haar integration, and
more precisely from the fact that (

∫
G
uij)ij is the projection onto Fix(u). □

225
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Here is now a list of basic examples of transitive quantum groups, that we already
know, coming from the various constructions from the previous chapters:

Proposition 10.3. The following are transitive subgroups G ⊂ S+
N :

(1) The quantum permutation group S+
N itself.

(2) The transitive subgroups G ⊂ SN . These are the classical examples.
(3) The quantum automorphism groups of transitive graphs G+(X), with |X| = N .
(4) In particular, the hyperoctahedral quantum group H+

n ⊂ S+
N , with N = 2n.

(5) We have as well the twisted orthogonal group O−1
n ⊂ S+

N , with N = 2n.

In addition, the class of transitive quantum permutation groups {G ⊂ S+
N |N ∈ N} is stable

under direct products ×, wreath products ≀ and free wreath products ≀∗.

Proof. All these assertions are elementary, the idea being as follows:

(1) This comes from the fact that we have an inclusion SN ⊂ S+
N . Indeed, since SN is

transitive, so must be S+
N , because its coordinates uij map to those of SN .

(2) This is again something trivial. Indeed, for a classical group G ⊂ SN , the variables
uij = χ(σ ∈ SN |σ(j) = i) are all nonzero precisely when G is transitive.

(3) This is trivial, because X being transitive means that G(X) ↷ X is transitive,
and by definition of G+(X), we have G(X) ⊂ G+(X).

(4) This comes from the result from [11], stating that we have H+
n = G+(In), where

In is the graph formed by n segments, having N = 2n vertices.

(5) Once again this comes from a result from [11], stating that we have O−1
n = G+(□n),

where □n is the n-dimensional hypercube, having N = 2n vertices.

(6) Finally, the stability assertion is clear from the definition of the various products
involved, from [30], [95]. This is well-known, and we will be back later to this. □

Let us study now the transitive subgroups G ⊂ S+
N . As a first result here, in the

classical case the situation is very simple, as follows:

Proposition 10.4. Let G be a finite group.

(1) Assuming that we have a transitive action G ↷ {1, . . . , N}, by setting H =
{σ ∈ G|σ(1) = 1}, we have an identification G/H = {1, . . . , N}.

(2) Conversely, any H ⊂ G produces an action G↷ G/H given by g(hH) = (gh)H,
so a morphism G→ SN , with N = [G : H].

(3) This latter morphism is injective when the subgroup H ⊂ G satisfies the condition
hgh−1 ∈ H,∀h ∈ G =⇒ g = 1.

(4) In the case where G ⊂ SN is abelian and transitive, the subgroup H ⊂ G is trivial,
H = {1}, and so we have |G| = N .

Proof. All the above assertions are well-known and standard, coming from the defi-
nition of the quotient space G/H, as being the space of cosets gH. □
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In the quantum case it is quite unclear how to generalize the above result, which fails
as stated. However, we can at least try to extend the obvious fact that G = N |H| must
be a multiple of N . And here, we have the following result, from [14]:

Theorem 10.5. If G ⊂ S+
N is finite and transitive, then N divides |G|. Moreover:

(1) The case |G| = N comes from the classical finite groups, of order N , acting on
themselves.

(2) The case |G| = 2N is possible, in the non-classical setting, an example here being
the Kac-Paljutkin quantum group, at N = 4.

Proof. We use the standard coaction of C(G) on CN = C(1, . . . , N), given by:

Φ : CN → CN ⊗ C(G) , ei →
∑
j

ej ⊗ uji

For a ∈ {1, . . . , N} consider the evaluation map eva : CN → C at a. By composing Φ
with eva ⊗ id we obtain a C(G)-comodule map, as follows:

Ia : CN → C(G) , ei → uia

Our transitivity assumption on G ensures that Ia is injective. Thus, we have realized
CN as a coideal subalgebra of C(G). We recall now that a finite dimensional Hopf algebra
is free as a module over a coideal subalgebra A provided that the latter is Frobenius, in
the sense that there exists a non-degenerate bilinear form b : A⊗ A→ C satisfying:

b(xy, z) = b(x, yz)

We can apply this result to the coideal subalgebra Ia(CN) ⊂ C(G), with the remark
that CN is indeed Frobenius, with bilinear form as follows:

b(fg) =
1

N

∑
i

f(i)g(i)

Thus C(G) is a free module over the N -dimensional algebra CN , and this gives the
result. Regarding now the remaining assertions, the proof here goes as follows:

(1) Since C(G) =< uij > is of dimension N , and its commutative subalgebra < ui1 >
is of dimension N already, C(G) must be commutative. Thus G must be classical, and
by transitivity, the inclusion G ⊂ SN must come from the action of G on itself.

(2) The closed subgroups G ⊂ S+
4 were classified in [8], and among them we have

indeed the Kac-Paljutkin quantum group, which satisfies |G| = 8, and is transitive. □

There are many interesting questions in relation with the above considerations, with

a main one being the classification of the transitive group duals Γ̂ ⊂ S+
N . As a main

example here, which is quite illustrating, we have the Klein group K ⊂ S4 ⊂ S+
4 .

Following [21], let us discuss now a useful of extension of the notion of transitivity,
that we will need later, in relation with matrix modeling questions, as follows:
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Definition 10.6. A quantum permutation group G ⊂ S+
N is called quasi-transitive

when all its orbits have the same size. In other words:

(1) The usual orbit equivalence relation ∼, given by i ∼ j ⇐⇒ uij ̸= 0, must have
its equivalence classes of the same size.

(2) Equivalently, the binary matrix ε ∈ MN(0, 1) given by εij = δuij ,0 must be block-
diagonal, with flat matrices of same size as blocks.

As a first example, if G is transitive then it is of course quasi-transitive, trivially. In
general now, if we denote by K ∈ N the common size of the blocks, and by M ∈ N their
multiplicity, then we must have N = KM . We have the following result:

Proposition 10.7. Assuming that G ⊂ S+
N is quasi-transitive, we must have

G ⊂ S+
K ∗̂ . . . ∗̂S

+
K︸ ︷︷ ︸

M terms

where K ∈ N is the common size of the orbits, and M ∈ N is their number.

Proof. This follows indeed from definitions, because for a quasi-transitive subgroup
G ⊂ S+

N , with orbits having common size K|N , the corresponding magic matrix is by
definition block-diagonal, with the common size of the blocks being K. □

Let us discuss now the examples. Assume that we are in the following situation:

G ⊂ S+
K ∗̂ . . . ∗̂S

+
K

If u, v are the fundamental corepresentations of C(S+
N), C(S

+
K), consider the quotient

map πi : C(S
+
N)→ C(S+

K) constructed as follows:

u→ diag(1K , . . . , 1K , v︸︷︷︸
i−th term

, 1K , . . . , 1K)

We can then set C(Gi) = πi(C(G)), and we have the following result:

Proposition 10.8. If Gi is transitive for all i, then G is quasi-transitive.

Proof. We know that we have embeddings as follows:

G1 × . . .×GM ⊂ G ⊂ S+
K ∗̂ . . . ∗̂S

+
K︸ ︷︷ ︸

M terms

It follows that the size of any orbit of G is at leastK, because it contains G1×. . .×GM ,
and at most K, because it is contained in S+

K ∗̂ . . . ∗̂S
+
K . Thus, G is quasi-transitive. □

We call the quasi-transitive subgroups appearing as above “of product type”. There
are quasi-transitive groups which are not of product type, as for instance:

G = S2 ⊂ S2 × S2 ⊂ S4 , σ → (σ, σ)
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Indeed, the quasi-transitivity is clear, say by letting G act on the vertices of a square.
On the other hand, since we have G1 = G2 = {1}, this group is not of product type. In
general, we can construct examples by using various product operations:

Proposition 10.9. Given transitive subgroups G1, . . . , GM ⊂ S+
K, the following con-

structions produce quasi-transitive subgroups as follows, of product type:

G ⊂ S+
K ∗̂ . . . ∗̂S

+
K︸ ︷︷ ︸

M terms

(1) The usual product: G = G1 × . . .×GM .
(2) The dual free product: G = G1 ∗̂ . . . ∗̂GM .

Proof. All these assertions are clear from definitions, because in each case, the quan-
tum groups Gi ⊂ S+

K constructed before are those in the statement. □

In the group dual case, we have the following result:

Proposition 10.10. The group duals which are of product type

Γ̂ ⊂ S+
K ∗̂ . . . ∗̂S

+
K︸ ︷︷ ︸

M terms

are precisely those appearing from intermediate groups of the following type:

ZK ∗ . . . ∗ ZK︸ ︷︷ ︸
M terms

→ Γ→ ZK × . . .× ZK︸ ︷︷ ︸
M terms

Proof. In one sense, this is clear. Conversely, consider a group dual Γ̂ ⊂ S+
N , coming

from a quotient group Z∗M
K → Γ. The subgroups Gi ⊂ Γ̂ constructed above must be group

duals as well, Gi = Γ̂i, for certain quotient groups Γ → Γi. Now if Γ̂ is of product type,

Γ̂i ⊂ S+
K must be transitive, and hence equal to ẐK . Thus we have Γ→ ZMK . □

In order to construct some other classes of examples, we can use the notion of normality
for compact quantum groups. This notion, from [48], is introduced as follows:

Definition 10.11. Given a quantum subgroup H ⊂ G, coming from a quotient map
π : C(G)→ C(H), the following conditions are equivalent:

(1) The following algebra satisfies ∆(A) ⊂ A⊗ A:

A =
{
a ∈ C(G)

∣∣∣(id⊗ π)∆(a) = a⊗ 1
}

(2) The following algebra satisfies ∆(B) ⊂ B ⊗B:

B =
{
a ∈ C(G)

∣∣∣(π ⊗ id)∆(a) = 1⊗ a
}

(3) We have A = B, as subalgebras of C(G).

If these conditions are satisfied, we say that H ⊂ G is a normal subgroup.
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Now with this notion in hand, we have, following [21]:

Theorem 10.12. Assuming that G ⊂ S+
N is transitive, and that H ⊂ G is normal,

H ⊂ S+
N follows to be quasi-transitive.

Proof. Consider the quotient map π : C(G)→ C(H), given at the level of standard
coordinates by uij → vij. Consider two orbits O1, O2 of H and set:

xi =
∑
j∈O1

uij , yi =
∑
j∈O2

uij

These two elements are orthogonal projections in C(G) and they are nonzero, because
they are sums of nonzero projections by transitivity of G. We have:

(id⊗ π)∆(xi) =
∑
k∈O1

∑
j∈O1

uik ⊗ vkj

=
∑
k∈O1

uik ⊗ 1

= xi ⊗ 1

Thus by normality of H we have the following formula:

(π ⊗ id)∆(xi) = 1⊗ xi
On the other hand, assuming that we have i ∈ O2, we obtain:

(π ⊗ id)∆(xi) =
∑
k

∑
j∈O1

vik ⊗ ukj =
∑
k∈O2

vik ⊗ xk

Multiplying this by vik ⊗ 1 with k ∈ O2 yields vik ⊗ xk = vik ⊗ xi, that is to say,
xk = xi. In other words, xi only depends on the orbit of i. The same is of course true for
yi. By using this observation, we can compute the following element:

z =
∑
k∈O2

∑
j∈O1

ukj =
∑
k∈O2

xk = |O2|xi

On the other hand, by applying the antipode, we have as well:

S(z) =
∑
k∈O2

∑
j∈O1

ujk =
∑
j∈O1

yj = |O1|yj

We therefore obtain the following formula:

S(xi) =
|O1|
|O2|

yj

Now since both xi and yj have norm one, we conclude that the two orbits have the
same size, and this finishes the proof. □

We will be back to all this later, when talking about matrix models.
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10b. Higher transitivity

Let us discuss now the notion of double transitivity. Following [69], and the theory of
orbitals developed in chapter 9, we have the following definition:

Definition 10.13. Let G ⊂ S+
N be a closed subgroup, with magic unitary u = (uij),

and consider as before the equivalence relation on {1, . . . , N}2 given by:

(i, k) ∼ (j, l) ⇐⇒ uijukl ̸= 0

(1) The equivalence classes under ∼ are called orbitals of G.
(2) G is called doubly transitive when the action has two orbitals.

In other words, we call G ⊂ S+
N doubly transitive when uijukl ̸= 0, for any i ̸= k, j ̸= l.

To be more precise, it is clear from definitions that the diagonal D ⊂ {1, . . . , N}2 is
an orbital, and it follows that its complement Dc must be a union of orbitals. With this
remark in hand, the meaning of (2) is that the orbitals must be D,Dc.

In order to study the above notion, we will need the following fact, also from [69]:

Theorem 10.14. Given a closed subgroup G ⊂ S+
N , with magic matrix u = (uij),

consider the following vector space coaction map, where X = {1, . . . , N}:

Φ : C(X ×X)→ C(X ×X)⊗ C(G) , eik →
∑
jl

ejl ⊗ ujiulk

The following three algebras are then isomorphic,

End(u) =
{
d ∈MN(C)

∣∣∣du = ud
}

Fix(Φ) =
{
ξ ∈ C(X ×X)

∣∣∣Φ(ξ) = ξ ⊗ 1
}

Fix(∼) =
{
ξ ∈ C(X ×X)

∣∣∣(i, k) ∼ (j, l) =⇒ ξik = ξjl

}
where ∼ is the orbital equivalence relation from Definition 10.13.

Proof. This follows indeed by doing some computations, as those from chapter 9,
for the similar result there regarding the orbits, and we refer to [69] for details. □

Before going further, let us point out that the above result makes a useful connection
with the graph problematics, the precise statement here being as follows:

Theorem 10.15. In order for a quantum permutation group G ⊂ S+
N to act on a

graph X, having N vertices, the adjacency matrix d ∈ MN(0, 1) of the graph must be,
when regarded as function on the set {1, . . . , N}2, constant on the orbitals of G.
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Proof. This follows indeed from the following isomorphism, from Theorem 10.14:

End(u) ≃ Fix(∼)
For more on all this, details, examples, and applications too, we refer to [69]. □

Now back to our notion of double transitivity, from Definition 10.13, in more analytic
terms, we have the following result, also from [69]:

Theorem 10.16. For a doubly transitive subgroup G ⊂ S+
N , we have:

∫
G

uijukl =


1
N

if i = k, j = l

0 if i = k, j ̸= l or i ̸= k, j = l
1

N(N−1)
if i ̸= k, j ̸= l

Moreover, this formula characterizes the double transitivity.

Proof. We use the standard fact, from [98], that the integrals in the statement form
the projection onto Fix(u⊗2). Now if we assume that G is doubly transitive, Fix(u⊗2)
has dimension 2, and therefore coincides with Fix(u⊗2) for the usual symmetric group
SN . Thus the integrals in the statement coincide with those for the symmetric group SN ,
which are given by the above formula. Finally, the converse is clear as well. □

We refer to [69] and subsequent papers for more on all this.

Let us discuss the notion of k-transitivity, at k ∈ N. We begin our study by recalling
a few standard facts regarding the symmetric group SN , and its subgroups G ⊂ SN , from
a representation theory/probabilistic viewpoint. We first have the following result:

Proposition 10.17. Consider the symmetric group SN , together with its standard
matrix coordinates uij = χ(σ ∈ SN |σ(j) = i). We have the formula∫

SN

ui1j1 . . . uikjk =

{
(N−| ker i|)!

N !
if ker i = ker j

0 otherwise

where ker i denotes as usual the partition of {1, . . . , k} whose blocks collect the equal indices
of i, and where |.| denotes the number of blocks.

Proof. According to the definition of uij, the integrals in the statement are given by:∫
SN

ui1j1 . . . uikjk =
1

N !
#
{
σ ∈ SN

∣∣∣σ(j1) = i1, . . . , σ(jk) = ik

}
Since the existence of σ ∈ SN as above requires im = in ⇐⇒ jm = jn, this integral

vanishes when ker i ̸= ker j. As for the case ker i = ker j, if we denote by b ∈ {1, . . . , k}
the number of blocks of this partition, we have N−b points to be sent bijectively to N−b
points, and so (N − b)! solutions, and the integral is (N−b)!

N !
, as claimed. □
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We recall now that each action G↷ {1, . . . , N} produces an action G↷ {1, . . . , N}k
for any k ∈ N, and by restriction, G acts on the following set:

IkN =
{
(i1, . . . , ik) ∈ {1, . . . , N}k

∣∣∣i1, . . . , ik distinct
}

We have the following well-known result:

Theorem 10.18. Given a subgroup G ⊂ SN , with standard matrix coordinates denoted
uij = χ(σ|σ(j) = i), and a number k ≤ N , the following are equivalent:

(1) G is k-transitive, in the sense that G↷ IkN is transitive.
(2) Fix(u⊗k) is minimal, i.e. is the same as for G = SN .
(3) dimFix(u⊗k) = Bk, where Bk is the k-th Bell number.

(4)
∫
G
ui1j1 . . . uikjk = (N−k)!

N !
, for any i, j ∈ IkN .

(5)
∫
G
ui1j1 . . . uikjk ̸= 0, for any i, j ∈ IkN .

(6) ui1j1 . . . uikjk ̸= 0, for any i, j ∈ IkN .

Proof. All this is well-known, the idea being as follows:

(1) =⇒ (2) This follows from the fact that u⊗k comes by summing certain actions
G↷ IrN with r ≤ k, and the transitivity at k implies the transitivity at any r ≤ k.

(2) =⇒ (3) This comes from the well-known fact that for the symmetric group SN ,
the multiplicity #(1 ∈ u⊗k) equals the k-th Bell number Bk, for any k ≤ N .

(3) =⇒ (4) We can use the fact that Pi1...ik,j1...jk =
∫
G
ui1j1 . . . uikjk is the orthogonal

projection onto Fix(u⊗k). Thus we can assume G = SN , and here we have:∫
SN

ui1j1 . . . uikjk =

∫
SN

χ
(
σ
∣∣∣σ(j1) = i1, . . . , σ(jk) = ik

)
=

(N − k)!
N !

(4) =⇒ (5) This is trivial.

(5) =⇒ (6) This is trivial too.

(6) =⇒ (1) This is clear, because if ui1j1 . . . uikjk = χ(σ|σ(j1) = i1, . . . , σ(jk) = ik) is
nonzero, we can find an element σ ∈ G such that σ(js) = is, ∀s. □

In the quantum case now, each magic unitary matrix u = (uij) produces a corepre-
sentation u⊗k = (ui1j1 . . . uikjk), and so a coaction map, constructed as follows:

Φ : (CN)⊗k → (CN)⊗k ⊗ C(G)

Φ(ei1...ik) =
∑
j1...jk

ej1...jk ⊗ uj1i1 . . . ujkik

The problem is that span(IkN) is no longer invariant, due to the fact that the variables
uij no longer commute. We can only say that span(JkN) is invariant, where:

JkN =
{
(i1, . . . , ik) ∈ {1, . . . , N}k

∣∣∣i1 ̸= i2 ̸= . . . ̸= ik

}
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Indeed, by using the fact, coming from the magic condition on u, that a ̸= c, b = d
implies uabucd = 0, we obtain that for i ∈ JkN we have, as desired:

Φ(ei1...ik) =
∑

j1 ̸=j2 ̸=... ̸=jk

ej1...jk ⊗ uj1i1 . . . ujkik

We can study the transitivity properties of this coaction, as follows:

Proposition 10.19. Given a closed subgroup G ⊂ S+
N , consider the associated coac-

tion map Φ : span(JkN)→ span(JkN)⊗ C(G). The following are then equivalent:

(1) The fixed point space Fix(Φ) = {ξ|Φ(ξ) = ξ ⊗ 1} is 1-dimensional.
(2) We have Fix(Φ) = Cη, with η =

∑
i∈Jk

N
ei1...ik .

(3) We have the formula
∑

i∈Jk
N

∫
G
ui1i1 . . . uikik = 1, for any multi-index j.

If these conditions are satisfied, we say that the coaction Φ is transitive.

Proof. The equivalences are elementary, the idea being as follows:

(1) ⇐⇒ (2). Here we just have to check that we have indeed Φ(η) = η ⊗ 1, with η
being as in the statement. By definition of Φ, we have:

Φ(η) =
∑

i1 ̸=i2 ̸=... ̸=ik

∑
j1 ̸=j2 ̸=... ̸=jk

ej1...jk ⊗ uj1i1 . . . ujkik

Let us compute the middle sum S. When summing over indices i1 ̸= i2 we obtain:

(1− uj2i1)uj2i2 . . . ujkik = uj2i2 . . . ujkik

Then when summing over indices i2 ̸= i3 we obtain:

(1− uj3i2)uj3i3 . . . ujkik = uj3i3 . . . ujkik

And so on, up to obtaining in the end the following formula:∑
ik

uikik = 1

Thus we have S = 1, and so the condition Φ(η) = η ⊗ 1 is satisfied indeed.

(1) ⇐⇒ (3) This comes from the following general formula, where χ is the character
of the corepresentation associated to Φ:

dimFix(Φ) =

∫
G

χ

Indeed, in the standard basis {ei|i ∈ JkN} we have:

χ =
∑
i∈Jk

N

ui1i1 . . . uikik

But this gives the result, by integrating. □

We have the following partial analogue of Theorem 10.18:
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Proposition 10.20. Given a closed subgroup G ⊂ S+
N , with N ≥ 4, with matrix

coordinates denoted uij, and a number k ∈ N, the following conditions are equivalent:

(1) The action G↷ span(JkN) is transitive.
(2) Fix(u⊗k) is minimal, i.e. is the same as for G = S+

N .
(3) dimFix(u⊗k) = Ck, where Ck is the k-th Catalan number.
(4)

∫
G
ui1j1 . . . uikjk is the same as for G = S+

N , for any i, j ∈ JkN .

Proof. This follows as in the first part of the proof of Theorem 10.18, by performing
changes where needed, and by using the general theory from [15], as an input:

(1) =⇒ (2) This follows from the fact that u⊗k comes by summing certain actions
G↷ JrN with r ≤ k, and the transitivity at k implies the transitivity at any r ≤ k.

(2) =⇒ (3) This comes from the well-known fact that for the quantum group S+
N

with N ≥ 4, the multiplicity #(1 ∈ u⊗k) equals the k-th Catalan number Ck.

(3) =⇒ (4) This comes from the well-known fact that Pi1...ik,j1...jk =
∫
G
ui1j1 . . . uikjk

is the orthogonal projection onto Fix(u⊗k), coming from [98].

(4) =⇒ (1) This follows by taking i = j and then summing over this index, by using
the transitivity criterion for G↷ span(JkN) from Proposition 10.19 (3). □

Now let us compare our main results, Theorem 10.18 and Proposition 10.20. We
conclude that the notion of k-transitivity for the subgroups G ⊂ SN extends to the
quantum group case, G ⊂ S+

N , depending on the value of k, as follows:

(1) At k = 1, 2 everything extends well, due to the results in [30], [69].

(2) At k = 3 we have a good phenomenon, P3 = NC3, and a bad one, I3N ̸= J3
N .

(3) At k ≥ 4 we have two bad phenomena, namely Pk ̸= NCk and IkN ̸= JkN .

Summarizing, our study suggests that things basically stop at k = 3. So, as a conclu-
sion, let us record the definition and main properties of the 3-transitivity:

Theorem 10.21. A closed subgroup G ⊂ S+
N is 3-transitive, in the sense that we have

dim(Fix(u⊗3)) = 5, if and only if, for any i, k, p distinct and any j, l, q distinct:∫
G

uijuklupq =
1

N(N − 1)(N − 2)

In addition, in the classical case, we recover in this way the usual notion of 3-transitivity.

Proof. We know from Proposition 10.20 that the 3-transitivity condition is equiva-
lent to the fact that the integrals of type

∫
G
uijuklupq with i ̸= k ̸= p and j ̸= l ̸= q have
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the same values as those for S+
N . But these values are computed by Proposition 10.17 and

the Weingarten formula, and the 3-transitivity condition follows to be equivalent to:∫
G

uijuklupq =


1

N(N−1)(N−2)
if ker(ikp) = ker(jlq) = |||

1
N(N−1)

if ker(ikp) = ker(jlq) = ⊓|
0 if {ker(ikp), ker(jlq)} = {|||,⊓| }

Now observe that the last formula is automatic, by using the traciality of the integral
and the magic assumption on u, and that the middle formula follows from the first one,
by summing over i, j. Thus we have are left with the first formula, as stated. Finally, the
last assertion follows from Theorem 10.18, applied at k = 3. □

10c. Classification results

Let us discuss now classification results for the transitive subgroups G ⊂ S+
N . At

N = 4, we will need the following result from [8], that we know from chapter 4:

Theorem 10.22. We have an isomorphism of compact quantum groups

S+
4 = SO−1

3

given by the Fourier transform over the Klein group K = Z2 × Z2.

Proof. This is something that we know from chapter 4. Consider indeed the following
matrix, corresponding to the standard vector space action of SO−1

3 on C4:

u+ =

(
1 0
0 u

)
We apply to this matrix the Fourier transform over the Klein group K = Z2 × Z2:

v =
1

4


1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1



1 0 0 0
0 u11 u12 u13
0 u21 u22 u23
0 u31 u32 u33



1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1


Then v is magic, and a converse of this holds too, and this gives the result. □

We have the following classification result, also from [8]:

Theorem 10.23. The closed subgroups of S+
4 = SO−1

3 are as follows:

(1) Infinite quantum groups: S+
4 , O

−1
2 , D̂∞.

(2) Finite groups: S4, and its subgroups.
(3) Finite group twists: S−1

4 , A−1
5 .

(4) Series of twists: D−1
2n (n ≥ 3), DC−1

2n (n ≥ 2).

(5) A group dual series: D̂n, with n ≥ 3.

Moreover, these quantum groups are subject to an ADE classification result.
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Proof. This is something quite technical. Regarding the precise statement, the idea
is that, with the convention that prime stands for twists, which all unique in the cases
below, and that double prime denotes pseudo-twists, the classification is as follows:

(A) Z1, Z2, Z3, K, D̂n (n = 2, 3, . . . ,∞), S+
4 .

(D) Z4, D
′
2n, D

′′
2n (n = 2, 3, . . .), H+

2 , D1, S3.

(E) A4, S4, S
′
4, A

′
5.

There are many comments to be made here, regarding our various conventions, and
the construction of some of the above quantum groups, as follows:

– To start with, the 2-element group Z2 = {1, τ} can act in 2 ways on 4 points: either
with the transposition τ acting without fixed point, and we use here the notation Z2, or
with τ acting with 2 fixed points, and we use here the notation D1.

– Similarly, the Klein group K = Z2×Z2 can act in 2 ways on 4 points: either with 2
non-trivial elements having 2 fixed points each, and we use here the notation K, or with

all non-trivial elements having no fixed points, and we use here the notation D2 = D̂2.

– We have D′
4 = D4, and D

′′
4 = G0, the Kac-Paljutkin quantum group. Besides being

a pseudo-twist of D2n, the quantum group D′′
2n with n ≥ 2 is known to be as well a

pseudo-twist of the dicyclic, or binary cyclic group DC2n.

– Finally, the definition of D′
2n, D

′′
2n can be extended at n = 1,∞, and we formally

have D′
2 = D′′

2 = K, and D′
∞ = D′′

∞ = H+
2 , but these conventions are not very useful.

Also, as explained in [8], the groups D1, S3 are a bit special at (D).

This was for the idea, and we refer to [8] for the construction and properties of the
various twists and pseudo-twists in the above ADE list, and for the classification. □

By restricting now the attention to the transitive case, we obtain:

Theorem 10.24. The small order transitive quantum groups are as follows:

(1) At N = 1, 2, 3 we have {1}, Z2, Z3, S3.
(2) At N = 4 we have Z2 × Z2,Z4, D4, A4, S4, O

−1
2 , S+

4 and S−1
4 , A−1

5 .

Proof. This follows from the above result, the idea being as follows:

(1) This follows from the fact that we have SN = S+
N at N ≤ 3, from [96].

(2) This follows indeed from the above ADE classification of the subgroups G ⊂ S+
4 ,

from [8], with all the twists appearing in the statement being standard twists. □

As an interesting consequence of the above result, we have:

Proposition 10.25. The inclusion of compact quantum groups

S4 ⊂ S+
4

is maximal, in the sense that there is no quantum group in between.
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Proof. This follows indeed from the above classification result. □

Let us study now the subgroups G ⊂ S+
5 . This is something substantially more

complicated, which will require the use of some advanced results from subfactor theory.
We first have the following elementary observations, regarding such subgroups:

Proposition 10.26. We have the following examples of subgroups G ⊂ S+
5 :

(1) The classical subgroups, G ⊂ S5. There are 16 such subgroups, having order:

1, 2, 3, 4, 4, 5, 6, 6, 8, 10, 12, 12, 20, 24, 60, 120

(2) The group duals, G = Γ̂ ⊂ S+
5 . These appear, via a Fourier transform construc-

tion, from the various quotients Γ of the following groups:

Z4,Z2 ∗ Z2,Z2 ∗ Z3

In addition, we have as well all the ADE quantum groups G ⊂ S+
4 ⊂ S+

5 from Theorem
10.23, embedded via the 5 standard embeddings S+

4 ⊂ S+
5 .

Proof. These results are well-known, the proof being as follows:

(1) This is a classical result, with the groups which appear being respectively:

– The cyclic groups {1},Z2,Z3,Z4.

– The Klein group K = Z2 × Z2.

– The groups Z5,Z6, S3, D4, D5, A4.

– A copy of S3 ⋊ Z2.

– The general affine group GA1(5) = Z5 ⋊ Z4.

– And finally S4, A5, S5.

(2) This follows from Bichon’s result in [31], stating that the group dual subgroups

G = Γ̂ ⊂ S+
N appear from the various quotients ZN1∗. . .∗ZNk

→ Γ, withN1+. . .+Nk = N .
At N = 5 the partitions are 5 = 1 + 4, 1 + 2 + 2, 2 + 3, and this gives the result. □

Summarizing, the classification of the subgroups G ⊂ S+
5 is a particularly difficult

task, the situation here being definitely more complicated than at N = 4. Let us restrict
now the attention to the transitive subgroups. We first have the following result:

Proposition 10.27. We have the following examples of transitive subgroups G ⊂ S+
5 :

(1) The classical transitive subgroups G ⊂ S5. There are only 5 such subgroups,
namely Z5, D5, GA1(5), A5, S5.

(2) The transitive group duals, G = Γ̂ ⊂ S+
5 . There is only one example here, namely

the dual of Γ = Z5, which is Z5, already appearing above.

In addition, all the ADE quantum groups G ⊂ S+
4 ⊂ S+

5 are not transitive.
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Proof. This follows indeed by examining the lists in Proposition 10.26:

(1) The result here is well-known, and elementary. Observe that GA1(5) = Z5 ⋊ Z4,
which is by definition the general affine group of F5, is indeed transitive.

(2) This follows from the results in [31], because with ZN1 ∗ . . . ∗ ZNk
→ Γ as in the

proof of Proposition 10.26 (2), the orbit decomposition is precisely N = N1 + . . .+Nk.

(3) Finally, the last assertion is clear, because the embedding S+
4 ⊂ S+

5 is obtained
precisely by fixing a point. Thus S+

4 and its subgroups are not transitive, as claimed. □

In order to prove the uniqueness result, we will use the recent progress in subfactor
theory [63], concerning the classification of the small index subfactors. For our purposes,
the most convenient formulation of the result in [63] is:

Theorem 10.28. The principal graphs of the irreducible index 5 subfactors are:

(1) A∞, and a non-extremal perturbation of A
(1)
∞ .

(2) The McKay graphs of Z5, D5, GA1(5), A5, S5.
(3) The twists of the McKay graphs of A5, S5.

Proof. This is a heavy result, and we refer to [63] for the whole story. The above
formulation is the one from [63], with the subgroup subfactors there replaced by fixed
point subfactors [2], and with the cyclic groups denoted as usual by ZN . □

In the quantum permutation group setting, this result becomes:

Theorem 10.29. The set of principal graphs of the transitive subgroups G ⊂ S+
5

coincide with the set of principal graphs of the following subgroups:

Z5, D5, GA1(5), A5, S5, S
+
5

Proof. We must take the list of graphs in Theorem 10.28, and exclude some of the
graphs, on the grounds that the graph cannot be realized by a transitive subgroupG ⊂ S+

5 .
We have 3 cases here to be studied, as follows:

(1) The graph A∞ corresponds to S+
5 itself. As for the perturbation of A

(1)
∞ , this

dissapears, because our notion of transitivity requires the subfactor extremality.

(2) For the McKay graphs of Z5, D5, GA1(5), A5, S5 there is nothing to be done, all
these graphs being solutions to our problem.

(3) The possible twists of A5, S5, coming from the graphs in Theorem 10.28 (3), cannot
contain S5, because their cardinalities are smaller or equal than |S5| = 120. □

In connection now with our maximality questions, we have:

Theorem 10.30. The inclusion S5 ⊂ S+
5 is maximal.

Proof. This follows indeed from Theorem 10.29, with the remark that S5 being
transitive, so must be any intermediate subgroup S5 ⊂ G ⊂ S+

5 . □
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As a comment here, with a little more work, the above considerations give the full list
of transitive subgroups G ⊂ S+

5 . To be more precise, we have here the various subgroups
appearing in Theorem 10.29, plus some possible twists of A5, S5, which remain to be
investigated. Finally, let us also mention that the classification of arbitrary subfactors
at N = 6 is not known, but some results are available under some strong transitivity
assumptions, in the subfactor sense. We refer here to [63] and related papers.

10d. Maximality questions

In general, the maximality of SN ⊂ S+
N is a difficult question. We discuss here the

“standard approach” to the maximality conjecture, via representation theory and dia-
grams. We first have the following result, coming from Tannakian duality:

Proposition 10.31. Consider a quantum group SN ⊂ G ⊂ S+
N , with fundamental

corepresentation denoted v. We have then inclusions as follows, for any k ∈ N,

span
(
ξπ

∣∣∣π ∈ P (k)) ⊃ Fix(v⊗k) ⊃ span
(
ξπ

∣∣∣π ∈ NC(k))
and equality on the left or on the right, for any k ∈ N, is equivalent to having equality on
the left or on the right in the inclusions SN ⊂ G ⊂ S+

N .

Proof. Consider a quantum group SN ⊂ G ⊂ S+
N , and let w, v, u be the fundamental

corepresentations of these quantum groups. We have then inclusions as follows:

Fix(w⊗k) ⊃ Fix(v⊗k) ⊃ Fix(u⊗k)

Moreover, by Peter-Weyl, equality on the left or on the right, for any k ∈ N, is
equivalent to having equality on the left or on the right in the inclusions SN ⊂ G ⊂ S+

N .
Now by using the easiness property of SN , S

+
N , this gives the result. □

The above result is good news, because what we have there is a purely combinatorial
reformulation of the maximality conjecture, in terms of partitions, noncrossing partitions,
and the associated vectors. To be more precise, we have the following statement:

Theorem 10.32. The following conditions are equivalent:

(1) There is no intermediate quantum group, as follows:

SN ⊂ G ⊂ S+
N

(2) Any linear combination of vectors of type

ξ ∈ span
(
ξπ

∣∣∣π ∈ P (k))− span(ξπ∣∣∣π ∈ NC(k))
produces via Tannakian operations the flip map, Σ(a⊗ b) = b⊗ a.
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Proof. According to Proposition 10.31, the non-existence of the quantum groups
SN ⊂ G ⊂ S+

N is equivalent to the non-existence of Tannakian categories as follows:

span
(
ξπ

∣∣∣π ∈ P (k)) ⊃ Ck ⊃ span
(
ξπ

∣∣∣π ∈ NC(k))
But this means that whenever we pick an element ξ which is on the left, but not on

the right, the Tannakian category that it generates should be the one on the left:

< ξ >= span
(
ξπ

∣∣∣π ∈ P (k))
Now since the category of all partitions P = (P (k)) is generated by the basic crossing

/\, this amounts in saying that the Tannakian category generated by ξ should contain the
vector associated to this basic crossing, which is ξ/\ = Σ, as desired. □

The above result might look quite encouraging, and the first thought goes into invent-
ing some kind of tricky “averaging operation”, perhaps probability-inspired, made up of
Tannakian operations, which in practice means made of basic planar operations, which
converts the crossing partitions π ∈ P (k) − NC(k) into the basic crossing /\. However,
this is something difficult, and in fact such questions are almost always difficult.

Of course, we are not saying here that such things are hopeless, but rather that they
require considerable work. In connection with the above-mentioned mysterious “averaging
operation”, our feeling is that this cannot be found with bare hands, and that a heavy use
of a computer, in order to understand what is going on, is required. To our knowledge,
no one has ever invested much time in all this, and so things here remain open. Getting
back to Earth now, here are some concrete results, obtained in this way:

Theorem 10.33. The following happen:

(1) There is no intermediate easy quantum group SN ⊂ G ⊂ S+
N .

(2) A generalization of this fact holds, at easiness level 2, instead of 1.

Proof. The idea here is that everything follows from Theorem 10.32, with suitable
definitions for the various easiness notions involved, and by doing some combinatorics:

(1) Here what happens is that any π ∈ P −NC has the following property:

< π >= P

Indeed, the idea is to cap π with semicircles, as to preserve one crossing, chosen in
advance, and to end up, by a recurrence procedure, with the standard crossing:

/\ ∈< π >

Now in terms of the notions in Theorem 10.32, the conclusion is that the criterion (2)
there holds for the linear combinations ξ having lenght 1, and this gives the result. Indeed,
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according to [25], the easy quantum groups are by definition those having Tannakian
categories as follows, with D = (D(k)) being a certain category of partitions:

Fix(v⊗k) = span
(
ξπ

∣∣∣π ∈ D(k)
)

Thus, the generation formula < π >= P established above does the job, and proves
that an intermediate easy quantum group SN ⊂ G ⊂ S+

N cannot exist. See [19].

(2) This is a generalization of (1), the idea being that of looking at the combinations
having length 2, of type ξ = αξπ + βξσ. Our first claim is that, assuming that G ⊂ H
comes from an inclusion of categories D ⊂ E, the maximality at order 2 is equivalent to
the following condition, for any π, σ ∈ E, not both in D, and for any α, β ̸= 0:

< span(D), αTπ + βTσ >= span(E)

Consider indeed a category span(D) ⊂ C ⊂ span(E), corresponding to a quantum
group G ⊂ K ⊂ H having order 2. The order 2 condition means that we have C =< C ∩
span2(P ) >, where span2 denotes the space of linear combinations having 2 components.
Since we have span(E) ∩ span2(P ) = span2(E), the order 2 formula reads:

C =< C ∩ span2(E) >

Now observe that the category on the right is generated by the categories Cαβ
πσ con-

structed in the statement. Thus, the order 2 condition reads:

C =
〈
Cαβ
πσ

∣∣∣π, σ ∈ E,α, β ∈ C
〉

Now since the maximality at order 2 of the inclusion G ⊂ H means that we have
C ∈ {span(D), span(E)}, for any such C, we are led to the following condition:

Cαβ
πσ ∈ {span(D), span(E)} , ∀π, σ ∈ E,α, β ∈ C

Thus, we have proved our claim. In order to prove now that SN ⊂ S+
N is maximal at

order 2, we can use semicircle capping. The statement that we have to prove is as follows:
“for π ∈ P −NC, σ ∈ P and α, β ̸= 0 we have < αTπ + βTσ >= span(P )”.

In order to do this, our claim is that the same method as at level 1 applies, after some
suitable modifications. We have indeed two cases, as follows:

– Assuming that π, σ have at least one different crossing, we can cap the partition π
as to end up with the basic crossing, and σ becomes in this way an element of P (2, 2)
different from this basic crossing, and so a noncrossing partition, from NC(2, 2). Now by
substracting this noncrossing partition, which belongs to CS+

N
= span(NC), we obtain

that the standard crossing belongs to < αTπ + βTσ >, and we are done.

– In the case where π, σ have exactly the same crossings, we can start our descent
procedure by selecting one common crossing, and then two strings of π, σ which are
different, and then joining the crossing to these two strings. We obtain in this way a
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certain linear combination α′Tπ′ + β′Tσ′ ∈< αTπ + βTσ > which satisfies the conditions
in the first case discussed above, and we can continuate as indicated there. □

As a last topic now, we would like to discuss a “continuous version” of the maximality
conjecture. The point indeed is that the quantum groups S+

N , at square values of the
parameter, N = n2, are related to the quantum groups O+

n , via a twisting procedure.

In practice, the phenomenon is best understood at the Tannakian level, where the
Brauer theorem for O+

n is as follows, with NC2 being the noncrossing pairings:

Fix(v⊗k) = span
(
ξπ

∣∣∣π ∈ NC2(k)
)

Observe the similarity with the Brauer result for S+
N , which holds as above, but with

NC2(k) replaced by NC(k). The point now is that we have a bijection as follows, obtained
in one sense by fattening the partitions, and in the other sense, by shrinking them:

NC(k) ≃ NC2(2k)

Thus, there is a link between S+
N and O+

n , and the result here, from [12], that we know
from chapter 4, states that PO+

n appears as a twist of S+
N , with N = n2.

All this suggests that the maximality conjectures for S+
N should have a continuous

counterpart, and this is indeed the case, the results being as follows:

Theorem 10.34. The following happen:

(1) The only intermediate easy quantum group On ⊂ G ⊂ O+
n is the half-classical

orthogonal group O∗
n, obtained via the relations abc = cba.

(2) There is a generalization of this result, stating that the uniqueness of O∗
n as

intermediate object appears at easiness level 2.
(3) Regarding the inclusion On ⊂ O∗

n, this is maximal, in the sense that there is no
compact quantum group in between, of any kind.

Proof. This is a collection of trivial and non-trivial results, as follows:

(1) We must compute here the categories of pairings NC2 ⊂ D ⊂ P2, and this can be
done via some standard combinatorics, in three steps, as follows:

(a) Let π ∈ P2 −NC2, having s ≥ 4 strings. Our claim is that:

– If π ∈ P2 − P ∗
2 , there exists a semicircle capping π′ ∈ P2 − P ∗

2 .

– If π ∈ P ∗
2 −NC2, there exists a semicircle capping π′ ∈ P ∗

2 −NC2.

Indeed, both these assertions can be easily proved, by drawing pictures.

(b) Consider now a partition π ∈ P2(k, l)−NC2(k, l). Our claim is that:

– If π ∈ P2(k, l)− P ∗
2 (k, l) then < π >= P2.

– If π ∈ P ∗
2 (k, l)−NC2(k, l) then < π >= P ∗

2 .
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This can be indeed proved by recurrence on the number of strings, s = (k + l)/2, by
using (a), which provides us with a descent procedure s→ s− 1, at any s ≥ 4.

(c) Finally, assume that we are given an easy quantum group ON ⊂ G ⊂ O+
N , coming

from certain sets of pairings D(k, l) ⊂ P2(k, l). We have three cases:

– If D ̸⊂ P ∗
2 , we obtain G = ON .

– If D ⊂ P2, D ̸⊂ NC2, we obtain G = O∗
N .

– If D ⊂ NC2, we obtain G = O+
N .

Thus, we are led to the conclusion in the statement.

(2) Here the study is quite similar to the study that we did for the inclusion SN ⊂ S+
N ,

in the proof of Theorem 10.33 (2), by using standard semicircle capping.

(3) This is something non-trivial, from [12], that can be done as follows:

– Our first claim is that the inclusion TON ⊂ UN is maximal in the category of
compact groups. But this is something standard, using some Lie theory.

– Our second claim is that the inclusion PON ⊂ PUN is maximal in the category
of compact groups. Indeed, assuming that PON ⊂ G ⊂ PUN is a proper intermediate
subgroup, then its preimage under the quotient map UN → PUN would be a proper
intermediate subgroup of TON ⊂ UN , which is a contradiction.

– Finally, our claim is that the inclusion ON ⊂ O∗
n is maximal in the category of com-

pact compact groups. But this follows from the maximality of the inclusion of projective
versions PON ⊂ PUN , by lifting. For further details on this, we refer to [12]. □

Summarizing, there are some difficult questions going on here. Moving forward, still
in relation with the maximality of the inclusion SN ⊂ S+

N , let us formulate:

Question 10.35. What can be said, constructively, about the “exotic” quantum per-
mutation groups, SN ⊂ G ⊂ S+

N?

In answer, given such a quantum group SN ⊂ G ⊂ S+
N , we can expect for instance all

the combinatorics of G to be invariant under SN , due to the embedding SN ⊂ G. In order
to establish some concrete results here, we can use the following formula, from [73]:

Proposition 10.36. Assuming SN ⊂ G ⊂ S+
N , consider the quotient map

π : C(G)→ C(SN)

and set evσ(a) = π(a)(σ), for any a ∈ C(G). Then with

φστ = evσ−1 ∗ φ ∗ evτ
we have the following formula,

φστ (ui1j1 . . . uipjp) = φ(uσ(i1)τ(j1) . . . uσ(ip)τ(jp))

valid for any p ∈ N, and any indices i1, . . . , ip and j1, . . . , jp.
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Proof. We have indeed the following computation:

φστ (ui1j1 . . . uipjp)

= (evσ−1 ⊗ φ⊗ evτ )∆(2)(ui1j1 . . . uipjp)

=
∑
k1...kp

∑
l1...lp

evσ−1(ui1k1 . . . uipkp)φ(uk1l1 . . . ukplp)evτ (ul1j1 . . . ulpjp)

=
∑
k1...kp

∑
l1...lp

δσ(i1)k1 . . . δσ(ip)kpφ(uk1l1 . . . ukplp)δτ(j1)l1 . . . δτ(jp)lp

= φ(uσ(i1)τ(j1) . . . uσ(ip)τ(jp))

Thus, we obtain the formula in the statement. See [73]. □

As a first application, we can apply this to the existence problem for the algebraic
k-orbitals. We obtain somehow “half” of the proof of that, as follows:

Proposition 10.37. Assuming SN ⊂ G ⊂ S+
N , the relation

(i1, . . . ik) ∼ (j1, . . . , jk) ⇐⇒ ui1j1 . . . uikjk ̸= 0

depends only on ker i, ker j ∈ P (k), and not of the particular multi-indices i, j.

Proof. By using Proposition 10.36 and Hahn-Banach we obtain, for any two permu-
tations σ, τ ∈ SN , the following implication:

ui1j1 . . . uikjk ̸= 0 =⇒ uσ(i1)τ(j1) . . . uσ(ik)τ(jk) ̸= 0

Thus, we are led to the conclusion in the statement. □

In short, the conjectural algebraic k-orbitals are invariant under SN , and the problem
now is if the above relation ∼ is transitive on the partitions of P (k).

As another application, we have the following result:

Proposition 10.38. Given a quantum permutation group SN ⊂ G ⊂ S+
N , we have

[uij, ukl] ̸= 0

for any indices i ̸= k and j ̸= l. More generally, the following algebra

< uij, ukl >⊂ C(G)

does not depend on the choice of i ̸= k and j ̸= l. Even more generally, the algebra

< ui1j1 , . . . , uipjp >⊂ C(G)

depends only on the relative position of the indices (ir, jr) inside the standard square
{1, . . . , N}2, and not on the precise value of these indices.

Proof. This is similar to the proof of Proposition 10.37, by using Proposition 10.36
applied to commutators, or more general quantities, and then using Hahn-Banach. □
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As an interesting consequence of Proposition 10.38, we have:

Proposition 10.39. Given an exotic quantum permutation group SN ⊂ G ⊂ S+
N , the

corresponding diagonal algebra, which is by definition given by

D(G) =< u11, . . . , uNN >⊂ C(G)

when regarded as a quotient of C∗(Z∗N
2 ) is invariant under the action of SN .

Proof. According to Proposition 10.38, we have an isomorphism as follows, between
subalgebras of D(G), for any indices i ̸= j and any k ̸= l:

< uii, ujj >≃< ukk, ull >

More generally, still according to Proposition 10.38, we have such isomorphisms in
higher length 3, 4, 5, . . . , and at length N we obtain the result. □

The above result has some potentially interesting consequences. Indeed, since we have
SN ⊂ G ⊂ S+

N , at the level of diagonal algebras we have quotient maps as follows:

D(S+
N)→ D(G)→ D(SN)

Thus, Proposition 10.39 suggests that D(G) should come from a certain uniform in-
termediate quotient Z∗N

2 → Γ → ZN2 . This would be very interesting, first in order to
understand the structure of C(G) itself, which is not that much bigger than D(G), and
also for making the link with the quantum reflection groups.

We discuss now a number of freeness questions regarding the algebra C(S+
N), or rather

its dense subalgebra C(S+
N) ⊂ C(S+

N) generated by the entries of u = (uij). The problem
is that of understanding which are the polynomial relations relating the variables uij:

P ({uij}) = 0

That is, we would like to understand what is the kernel of the following map:

C < {Xij} >→ C(S+
N) , Xij → uij

We know that this kernel is the ideal generated by the magic relations, and the con-
jecture would be that at N ≥ 4 the relations P ({uij}) = 0 could only appear for “trivial
reasons”. However, it seems difficult to formulate a precise conjecture in this sense. Let
us look instead at the monomial case. Here we would simply like to understand which
are the monomials in the variables uij which vanish, and we have:

Conjecture 10.40. For the quantum group S+
N with N ≥ 4, an equality of type

ui1j1 . . . uikjk = 0

can only appear “for trivial reasons”, due to an occurrence inside this relation of a can-
cellation formula of type pq = 0, with p, q ∈ {uij}.

Here is an equivalent form of Conjecture 10.40, using the orbital formalism:
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Conjecture 10.41. The relation i ∼ j ⇐⇒ ui1j1 . . . uikjk ̸= 0 is given by:

(i1, . . . , ik) ∼ (j1, . . . , jk) ⇐⇒


i1 = i2 ⇐⇒ j1 = j2

i2 = i3 ⇐⇒ j2 = j3

. . .

ik−1 = ik ⇐⇒ jk−1 = jk

In particular ∼ is transitive, and we have 2k−1 equivalence classes, or orbitals.

Here the first assertion is a reformulation of Conjecture 10.40, using the definition
of the equivalence relation ∼, and the transitivity assumption and the orbital count are
trivial consequences of it. As before, the cases k = 3, 4 are of particular interest, but
this time not in view of their potential doability, but rather in view of their potential
applications. In relation with this latter conjecture, we have the following useful result:

Proposition 10.42. Given a quantum permutation group G ⊂ S+
N , the relation

(i1, . . . , ik) ∼ (j1, . . . , jk) ⇐⇒ ui1j1 . . . uikjk ̸= 0

is in fact a relation between the k-orbitals of Gclass ⊂ SN . In particular, with G = S+
N ,

what we have is a relation on the set P (k) of partitions of {1, . . . , k}.

Proof. This is explained above, the idea being that any linear form φ ∈ C(G)∗ can
be suitably modified by permutations σ, τ ∈ Gclass as to take the same values on the
quantities ui1j1 . . . uikjk , under the action of Gclass on the indices. As explained there,
together with Hahn-Banach, this gives the result. Finally, in the case of G = S+

N we have
Gclass = SN , and the orbits here are {1, . . . , N}k/ ∼ = P (k), as claimed. □

Finally, getting back now to the general freeness questions formulated in the beginning,
an interesting question, which is complementary to the above “orbital” ones, regards the
diagonal coefficients uii. We have here the following conjecture:

Conjecture 10.43. For the quantum group S+
N with N ≥ 4, the variables

uii ∈ C(S+
N)

are algebrically free. In particular, the diagonal algebra

D(S+
N) =< u11, . . . , uNN >⊂ C(S+

N)

is isomorphic to the group algebra C∗(Z∗N
2 ).

Observe that this is indeed complementary to the above orbital questions, because we
are dealing here with linear products of type ui1i1 . . . uikik , and their linear combinations,
which are “trivial” from the point of view of the orbital theory.

As before, it is very unclear on how to prove such things. In relation now with the
“exotic” case, SN ⊂ G ⊂ S+

N , we would like such things to be understood, because the
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orbitals for G, if well-defined indeed, should lie between those for SN and for S+
N , and

the same should happen for the diagonal algebra. Thus, the exotic quantum permutation
groups SN ⊂ G ⊂ S+

N would lead to “exotic” relations on P (k), and also to “exotic”
quotients of Z∗N

2 , and with a bit of luck, such exotic things could not really exist.

Finally, let us mention that Conjecture 10.40 was recently proved by McCarthy [74].
For more on all this, and related topics, we refer to his papers [73], [74].

10e. Exercises

Things have been fairly technical in this chapter, and as a unique exercise on all this,
in connection with the questions at the end, we have:

Exercise 10.44. Prove that the diagonal algebra of the quantum group S+
N ,

D(S+
N) =< u11, . . . , uNN >⊂ C(S+

N)

is isomorphic to the group algebra C∗(Z∗N
2 ).

This is something that we already discussed before, in relation with the quantum par-
tial permutations and their associated diagonal algebras, and with the related functional
analysis problematics of constructing a quantum group of type S+

∞. In view of the above
considerations, making the link with the exotic quantum groups SN ⊂ G ⊂ S+

N , this
question appears to be of great importance, related to many things.



CHAPTER 11

Liberation theory

11a. Reflection groups

In this chapter we discuss the liberation theory for the closed subgroups G ⊂ SN , with
the aim of finding their free analogues G+ ⊂ S+

N . We will have in mind as well the twisted
case, involving groups G ⊂ SZ and quantum groups G+ ⊂ S+

Z , with the study here for
Z = MN , relying on the isomomorphism S+

MN
= PO+

N = PU+
N , leading us, up to taking

projective versions, into the liberation question for the closed subgroups G ⊂ UN .

Long story short, we are interested in the general liberation question for the closed
subgroups G ⊂ UN , with particular attention to the permutation group case, G ⊂ SN .
There are many things that can be said here, and we have seen quite a number of non-
trivial results on this subject, so far in this book. Our goal will be that of further building
on this material, with some advanced results on the subject. The presentation will be
quite technical, for the most mixing difficult theorems and conjectural statements.

In order to get started, the considerations from the previous chapter show that for
G = SN we are into a no-go problem, the precise conjecture being as follows:

Conjecture 11.1. There is no proper liberation SN ⊂ G ⊂ S+
N .

We refer to the previous chapter for more on this conjecture, including evidence,
and difficulties involved. We will be actually back to this in the next chapter too, with
some probabilistic considerations, in relation with De Finetti theorems and other, relating
Conjecture 11.1 to the well-known, folklore saying in probability theory, that “there is
nothing much interesting between classical independence, and Voiculescu freeness”.

Another topic to be discussed, before anything more advanced, is the notion of quan-
tum group freeness. We already have some knowledge of that, from easiness, the idea
being that the easy groups SN ⊂ G ⊂ UN are in correspondence, although not always
one-to-one, with the easy quantum groups S+

N ⊂ G+ ⊂ U+
N , via the following operations,

connecting the associated categories of partitions, D and D+:

D+ = D ∩NC , D =< D+, /\ >
But this shows in particular that the easy quantum groups SN ⊂ G ⊂ U+

N which
are “free”, in whatever natural sense of freeness that you would prefer, are simply those

249
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satisfying S+
N ⊂ G. So, forgetting now about easiness, we are led into the question of

studying the closed subgroups G ⊂ U+
N satisfying S+

N ⊂ G, and here we have:

Conjecture 11.2. The free quantum groups, S+
N ⊂ G ⊂ U+

N , are all easy.

To be more precise, the above easiness discussion suggests calling “free” the interme-
diate quantum groups S+

N ⊂ G ⊂ U+
N . However, in practice, since there are no other

known examples besides the easy ones, we are led to the above conjecture.

As before with Conjecture 11.1, this should be regarded as being a difficult combina-
torial question. Indeed, Tannakian duality allows us to reformulate everything in terms
of partitions, and the resulting partition question is well-known to be difficult. Finally,
let us mention that the easy quantum groups S+

N ⊂ G ⊂ U+
N can be fully classified, as

done by Tarrago-Weber in [89], and to be explained later, and so Conjecture 11.2 would
eventually provide us with the precise list of free quantum groups.

Summarizing, the very first thoughts about the liberation of subgroups G ⊂ SN , or
more generally subgroups G ⊂ UN , lead us into two difficult conjectures. However, there
is solution to anything, and on the same topic as Conjectures 11.1 and 11.2, we have:

Question 11.3. What are the liberations of the complex reflection groups G ⊂ KN?
Also, what about the half-classical quantum groups, G ⊂ U∗

N?

Here the first question is obviously related to Conjecture 11.1, and the point is that,
while this still remains something quite undoable, at least the degree of flexibility brought
by looking at arbitrary reflection groups will allow us to do some interesting, non-trivial
work on the subject. As for the second question, this is a sort of downgrade of Conjecture
11.2, the idea being that, in the lack of ideas so far on how to deal with the free quantum
groups, we can try instead to look at the half-classical ones, and do some work there.

Let us first discuss the first question. We have seen in the chapters 5-8 that the basic
reflection groups Hs

N = Zs ≀ SN , which are all easy, have free analogues Hs+
N = Zs ≀∗ S+

N ,
and that the theory of these quantum groups, both classical and free, is very interesting,
algebrically and analytically speaking. However, the world of quantum reflection groups
is in fact much wider than this. In the classical case already, the classification theorem
for the complex reflection groups, a celebrated result by Shephard and Todd [86], from
the 1950s, is something non-trivial, which can be briefly stated as follows:

Theorem 11.4. The irreducible complex reflection groups are

Hsd
N =

{
U ∈ Hs

N

∣∣∣(detU)d = 1
}

along with 34 exceptional examples.

Proof. This is something quite advanced, and we refer here to the paper of Shephard
and Todd [86], and to the subsequent literature on the subject. □
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In the general quantum case now, the axiomatization and classification of the quantum
reflection groups is a key problem, which is not understood yet. However, at least from
an intuitive point of view, we can say that such a quantum group should be by definition
a liberation of a complex reflection group G ⊂ UN . And with this notion in hand, getting
now into the case where G ⊂ UN is in addition assumed to be irreducible, and leaving
aside the above 34 exceptional examples, we are led into the question of understanding
the liberations of the groups Hsd

N . And here, the conjecture is as follows:

Conjecture 11.5. Among the complex reflection groups Hsd
N , only the easy ones,

namely Hs
N , admit liberations. In addition, these latter liberations should be easy.

This might look a bit complicated, and here are some explanations. In what regards
the first assertion, this comes from the widespread belief that the usual determinant has no
“liberated analogues”, and so the constructions involving it, including that of the groups
Hsd
N with d < s, have no quantum analogues. An obvious question here, to start with,

dealing with the simplest possible case, regards the lack of liberations of the alternating
group AN , but this is not solved yet. However, we will be back to this later, with some
concrete results on the subject, regarding the half-liberation operation.

In what regards now the second assertion in Conjecture 11.5, this is something quite
subtle, related to both Conjecture 11.1 and Conjecture 11.2. Indeed, at s = 1, where
Hs
N = SN , this would tell us that the liberations SN ⊂ G ⊂ S+

N are automatically easy,
solving Conjecture 11.2 in the case Gclass = SN , and solving as well Conjecture 11.1,
via the elementary fact, explained in chapter 10, that there is no proper easy liberation
SN ⊂ G ⊂ S+

N . Let us also mention that, by using Theorem 11.4, it is possible to further
complicate Conjecture 11.5, as to fully cover both Conjecture 11.5 and Conjecture 11.6.
But too many conjectures anyway, and so probably time to stop here.

To summarize now, our hunt for complex reflection groups, or even for a doable prob-
lem regarding them, has been so far unsuccessful. As a matter of not giving up, however,
and having some bush meat on the grill for tonight, let us restrict the attention to the
easy case. Here our questions become far more reasonable, basically reducing to:

Question 11.6. What are the easy quantum groups Hs
N ⊂ G ⊂ Hs+

N ?

This latter question looks fully doable and reasonable, and we already know the answer
to it in the case s = 1, form chapter 10, the answer being that there is no intermediate
easy group SN ⊂ G ⊂ S+

N , with proof coming via some simple combinatorics.

In order to upgrade this result that we have, at s = 1, let us study first the other cases
of main interest, namely s = 2,∞. Here the groups Hs

N are respectively HN , KN , and we
will be interested in classifying the intermediate easy quantum groups, as follows:

HN ⊂ G ⊂ H+
N , KN ⊂ G ⊂ K+

N
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The problem, however, is that there are many such quantum groups, and we will have
to develop our study slowly. Let us start with the following result, from [80]:

Theorem 11.7. We have intermediate liberations H
[∞]
N , K

[∞]
N as follows, constructed

by using the relations αβγ = 0, for any a ̸= c on the same row or column of u,

KN
// K∗

N
// K

[∞]
N

// K+
N

HN
//

OO

H∗
N

//

OO

H
[∞]
N

//

OO

H+
N

OO

with the convention α = a, a∗, and so on. These quantum groups are easy, the correspond-

ing categories P
[∞]
even ⊂ Peven and P [∞]

even ⊂ Peven being generated by η = ker(iijjii).

Proof. This is routine, by using the fact that the relations αβγ = 0 in the statement
are equivalent to the following condition, with |k| = 3:

η ∈ End(u⊗k)

For further details on these quantum groups, we refer to [19], [80]. □

Leaving aside for a moment classification questions, we would like to present now,
as a somewhat unexpected application of the above constructions, the solution to some
twisting problems, left open before. We will need the following technical result:

Proposition 11.8. We have the following equalities,

P ∗
even =

{
π ∈ Peven

∣∣∣ε(τ) = 1,∀τ ≤ π, |τ | = 2
}

P [∞]
even =

{
π ∈ Peven

∣∣∣σ ∈ P ∗
even,∀σ ⊂ π

}
P [∞]
even =

{
π ∈ Peven

∣∣∣ε(τ) = 1,∀τ ≤ π
}

where ε : Peven → {±1} is the signature of even permutations.

Proof. This is routine combinatorics, the idea being as follows:

(1) Given π ∈ Peven, we have τ ≤ π, |τ | = 2 precisely when τ = πβ is the partition
obtained from π by merging all the legs of a certain subpartition β ⊂ π, and by merging
as well all the other blocks. Now observe that πβ does not depend on π, but only on
β, and that the number of switches required for making πβ noncrossing is c = N• − N◦
modulo 2, where N•/N◦ is the number of black/white legs of β, when labelling the legs
of π counterclockwise ◦ • ◦ • . . . Thus ε(πβ) = 1 holds precisely when β ∈ π has the same
number of black and white legs, and this gives the result.
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(2) This simply follows from the equality P
[∞]
even =< η > coming from Theorem 11.7,

by computing < η >, and for the complete proof here we refer to Raum-Weber [80].

(3) We use here the fact, also from [80], that the relations gigigj = gjgigi are trivially
satisfied for real reflections. This leads to the following conclusion:

P [∞]
even(k, l) =

{
ker

(
i1 . . . ik
j1 . . . jl

) ∣∣∣gi1 . . . gik = gj1 . . . gjl inside Z∗N
2

}
In other words, the partitions in P

[∞]
even are those describing the relations between free

variables, subject to the conditions g2i = 1. We conclude that P
[∞]
even appears from NCeven

by “inflating blocks”, in the sense that each π ∈ P [∞]
even can be transformed into a partition

π′ ∈ NCeven by deleting pairs of consecutive legs, belonging to the same block. Now
since this inflation operation leaves invariant modulo 2 the number c ∈ N of switches in
the definition of the signature, it leaves invariant the signature ε = (−1)c itself, and we
obtain in this way the inclusion “⊂” in the statement. Conversely now, given π ∈ Peven
satisfying ε(τ) = 1, ∀τ ≤ π, our claim is that:

ρ ≤ σ ⊂ π, |ρ| = 2 =⇒ ε(ρ) = 1

Indeed, let us denote by α, β the two blocks of ρ, and by γ the remaining blocks of
π, merged altogether. We know that the partitions τ1 = (α ∧ γ, β), τ2 = (β ∧ γ, α),
τ3 = (α, β, γ) are all even. On the other hand, putting these partitions in noncrossing
form requires respectively s+ t, s′+ t, s+s′+ t switches, where t is the number of switches
needed for putting ρ = (α, β) in noncrossing form. Thus t is even, and we are done. With
the above claim in hand, we conclude, by using the second equality in the statement, that

we have σ ∈ P ∗
even. Thus π ∈ P

[∞]
even, which ends the proof of “⊃”. □

With the above result in hand, we can now prove:

Theorem 11.9. The basic quantum reflection groups, namely

KN
// K∗

N
// K

[∞]
N

// K+
N

HN
//

OO

H∗
N

//

OO

H
[∞]
N

//

OO

H+
N

OO

are equal to their own Schur-Weyl twists.

Proof. This basically comes from the results that we have, as follows:

(1) In the real case, the verifications are as follows:

– H+
N . We know from chapter 4 that for π ∈ NCeven we have T̄π = Tπ, and since we

are in the situation D ⊂ NCeven, the definitions of G, Ḡ coincide.
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–H
[∞]
N . Here we can use the same argument as in (1), based this time on the description

of P
[∞]
even involving the signature found in Proposition 11.8.

– H∗
N . We have H∗

N = H
[∞]
N ∩ O∗

N , so H̄
∗
N ⊂ H

[∞]
N is the subgroup obtained via the

defining relations for Ō∗
N . But all the abc = −cba relations defining H̄∗

N are automatic,

of type 0 = 0, and it follows that H̄∗
N ⊂ H

[∞]
N is the subgroup obtained via the relations

abc = cba, for any a, b, c ∈ {uij}. Thus we have H̄∗
N = H

[∞]
N ∩O∗

N = H∗
N , as claimed.

– HN . We have HN = H∗
N ∩ ON , and by functoriality, H̄N = H̄∗

N ∩ ŌN = H∗
N ∩ ŌN .

But this latter intersection is easily seen to be equal to HN , as claimed.

(2) In the complex case the proof is similar, by using the same arguments. □

Getting back now to classification, and to Question 11.6, let us first discuss the clas-
sification of the easy quantum groups HN ⊂ G ⊂ H+

N . Following Raum-Weber [80], it
is actually convenient to discuss, more generally, the classification of the easy quantum
groups HN ⊂ G ⊂ O+

N . And here, we first have the folowing result:

Proposition 11.10. The easy quantum groups HN ⊂ G ⊂ O+
N are as follows,

H+
N

// O+
N

H
[∞]
N

OO

O∗
N

OO

HN

OO

// ON

OO

with the dotted arrows indicating that we have intermediate quantum groups there.

Proof. This is something quite technical, the idea being as follows:

(1) We have a first dichotomy concerning the quantum groups in the statement, namely
HN ⊂ G ⊂ O+

N , which must fall into one of the following two classes:

ON ⊂ G ⊂ O+
N , HN ⊂ G ⊂ H+

N

(2) Moreover, the early classification results from [19] solve as well the first problem,
namely ON ⊂ G ⊂ O+

N , with G = O∗
N being the unique non-trivial solution.

(3) We have then a second dichotomy, concerning the quantum groups which are left,
namely HN ⊂ G ⊂ H+

N , which must fall into one of the following two classes:

HN ⊂ G ⊂ H
[∞]
N , H

[∞]
N ⊂ G ⊂ H+

N

All this comes indeed from various papers, and mainly from the final classification

paper of Raum and Weber [80], where the quantum groups SN ⊂ G ⊂ H+
N with G ̸⊂ H

[∞]
N

were classified, and shown to contain H
[∞]
N . For full details here, we refer to [80]. □
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Summarizing, we are left with classifying the following easy quantum groups:

HN ⊂ G ⊂ H
[∞]
N , H

[∞]
N ⊂ G ⊂ H+

N

Regarding the second case, namely H
[∞]
N ⊂ G ⊂ H+

N , the result here, also from [80],
which is quite technical, but has a simple formulation, is as follows:

Proposition 11.11. Let H
[r]
N ⊂ H+

N be the easy quantum group coming from:

πr = ker

(
1 . . . r r . . . 1
1 . . . r r . . . 1

)
We have then inclusions of quantum groups as follows,

H+
N = H

[1]
N ⊃ H

[2]
N ⊃ H

[3]
N ⊃ . . . . . . ⊃ H

[∞]
N

and we obtain all easy quantum groups H
[∞]
N ⊂ G ⊂ H+

N , satisfying G ̸= H
[∞]
N .

Proof. Once again, this is something technical, and we refer here to [80]. □

It remains to discuss the easy quantum groups HN ⊂ G ⊂ H
[∞]
N , with the endpoints

G = HN , H
[∞]
N included. Once again, we follow here [80]. First, we have:

Definition 11.12. A discrete group generated by real reflections, g2i = 1,

Γ =< g1, . . . , gN >

is called uniform if each σ ∈ SN produces a group automorphism, gi → gσ(i).

Consider now a uniform reflection group, Z∗N
2 → Γ → ZN2 . We can associate to it a

family of subsets D(k, l) ⊂ P (k, l), which form a category of partitions, as follows:

D(k, l) =

{
π ∈ P (k, l)

∣∣∣ ker(i
j

)
≤ π =⇒ gi1 . . . gik = gj1 . . . gjl

}
Observe that we have inclusions P

[∞]
even ⊂ D ⊂ Peven. Conversely now, given such a

category, we can associate to it a uniform reflection group Z∗N
2 → Γ→ ZN2 , as follows:

Γ =

〈
g1, . . . gN

∣∣∣gi1 . . . gik = gj1 . . . gjl ,∀i, j, k, l, ker
(
i

j

)
∈ D(k, l)

〉
As explained in [80], the above correspondences Γ→ D and D → Γ are bijective, and

inverse to each other, at N =∞. We have in fact the following result, from [80]:

Proposition 11.13. We have correspondences between:

(1) Uniform reflection groups Z∗∞
2 → Γ→ Z∞

2 .

(2) Categories of partitions P
[∞]
even ⊂ D ⊂ Peven.

(3) Easy quantum groups G = (GN), with H
[∞]
N ⊃ GN ⊃ HN .
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Proof. This is something quite technical, which follows along the lines of the above
discussion. As an illustration, if we denote by Z◦N

2 the quotient of Z∗N
2 by the relations

of type abc = cba between the generators, we have the following correspondences:

ZN2 Z◦N
2

oo Z∗N
2

oo

HN
// H∗

N
// H

[∞]
N

More generally, for any s ∈ {2, 4, . . . ,∞}, the quantum groupsH
(s)
N ⊂ H

[s]
N constructed

in [19] come from the quotients of Z◦N
2 ← Z∗N

2 by the relations (ab)s = 1. See [80]. □

We can now formulate a final classification result, as follows:

Theorem 11.14. The easy quantum groups HN ⊂ G ⊂ O+
N are as follows,

H+
N

// O+
N

H
[r]
N

OO

H
[∞]
N

OO

O∗
N

OO

HΓ
N

OO

HN

OO

// ON

OO

with the family HΓ
N covering HN , H

[∞]
N , and with the series H

[r]
N covering H+

N .

Proof. This follows from the above, and we refer here to [80]. Let us also mention
that the above diagram would look better flipped, but it is better to leave it like this,
because this diagram as drawn is a face of the “standard cube”. More on this later. □

11b. Soft liberation

Getting back now to the non-easy case, we will be interested in what follows in the
“twistable” case, where the theory is more advanced. Let us start with:

Definition 11.15. A closed subgroup G ⊂ U+
N is called:

(1) Half-homogeneous, when it contains the alternating group, AN ⊂ G.
(2) Homogeneous, when it contains the symmetric group, SN ⊂ G.
(3) Twistable, when it contains the hyperoctahedral group, HN ⊂ G.



11B. SOFT LIBERATION 257

These notions are mostly motivated by the easy case. Here we have by definition
SN ⊂ G ⊂ U+

N , so our quantum group is automatically homogeneous. The point now
is that the twistability assumption, as formulated above, corresponds to the following
condition, at the level of the associated category of partitions D ⊂ P :

D ⊂ Peven

We recognize here the condition which is needed for performing the Schur-Weyl twist-
ing operation, explained in chapter 4, and based on the signature map:

ε : Peven → {±1}

As a conclusion, in the easy case our notion of twistability is the correct one. In
general, there are of course more general twisting methods, usually requiring ZN2 ⊂ G
only. But in the half-homogeneous case, the condition ZN2 ⊂ G is equivalent to HN ⊂ G.
With this discussion done, let us formulate now the following definition:

Definition 11.16. A twistable quantum reflection group is an intermediate subgroup

HN ⊂ K ⊂ K+
N

between the group HN = Z2 ≀ SN , and the quantum group K+
N = T ≀∗ S+

N .

Here is now another definition, which is important for general compact quantum group
purposes, and which provides motivations for our formalism from Definition 11.15:

Definition 11.17. Given a closed subgroup G ⊂ U+
N which is twistable, in the sense

that we have HN ⊂ G, we define its associated reflection subgroup to be

K = G ∩K+
N

with the intersection taken inside U+
N . We say that G appears as a soft liberation of its

classical version Gclass = G ∩ UN when G =< Gclass, K >.

These notions are important in the classification theory of compact quantum groups,
and in connection with certain noncommutative geometry questions as well. As a first
observation, with K being as above, we have an intersection diagram, as follows:

K // G

Kclass
//

OO

Gclass

OO

The soft liberation condition states that this diagram must be a generation diagram.
We will be back to this in a moment, with some further theoretical comments. Let us
first work out some examples. As a basic result, we have:
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Theorem 11.18. The reflection subgroups of the basic unitary quantum groups

UN // U∗
N

// U+
N

ON
//

OO

O∗
N

//

OO

O+
N

OO

are as follows,

KN
// K∗

N
// K+

N

HN
//

OO

H∗
N

//

OO

H+
N

OO

and these unitary quantum groups all appear via soft liberation.

Proof. The fact that the reflection subgroups of the quantum groups on the left are
those on the right is clear in all cases, with the middle objects being by definition:

H∗
N = HN ∩O∗

N , K∗
N = KN ∩ U∗

N

Regarding the second assertion, things are quite tricky here, as follows:

(1) In the classical case there is nothing to prove, because any classical group is by
definition a soft liberation of itself.

(2) In the half-classical case the results are non-trivial, but can be proved by using
the technology developed by Bichon and Dubois-Violette in [33].

(3) In the free case the results are highly non-trivial, and the only known proof so far
uses the recurrence methods developed by Chirvasitu in [41]. □

Let us discuss now a number of more specialized classification results, for the twistable
easy quantum groups, and for more general intermediate quantum groups as follows:

HN ⊂ G ⊂ U+
N
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The idea will be that of viewing G as sitting inside the standard cube:

K+
N

// U+
N

H+
N

//

==

O+
N

>>

KN
//

OO

UN

OO

HN

OO

<<

// ON

OO

==

To be more precise, beyond easiness, let us start with the following definition:

Definition 11.19. Associated to any closed subgroup GN ⊂ U+
N are its classical,

discrete and real versions, given by

Gc
N = GN ∩ UN , Gd

N = GN ∩K+
N , Gr

N = GN ∩O+
N

as well as its free, smooth and unitary versions, given by

Gf
N =< GN , H

+
N > , Gs

N =< GN , ON > , Gu
N =< GN , KN >

where < ,> is the topological generation operation.

We will need as well a second definition, as follows:

Definition 11.20. Associated to any closed subgroup GN ⊂ U+
N are the mixes of its

classical, discrete and real versions, given by

Gcd
N = GN ∩KN , Gcr

N = GN ∩O+
N , Gdr

N = GN ∩H+
N

as well as the mixes of its free, smooth and unitary versions, given by

Gfs
N =< GN , O

+
N > , Gfu

N =< GN , K
+
N > , Gus

N =< GN , UN >

where < ,> is the topological generation operation.

With the above notions in hand, we can formulate:

Definition 11.21. A closed subgroup GN ⊂ U+
N is called “oriented” if

GN =< Gcd
N , G

cr
N , G

dr
N > , GN = Gfs

N ∩G
fu
N ∩G

su
N

and “weakly oriented” if the following conditions hold,

GN =< Gc
N , G

d
N , G

r
N > , GN = Gf

N ∩G
s
N ∩Gu

N

where the various versions are those in Definition 11.19 and Definition 11.20.
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We refer to the book [4] for more on the above orientability notions, and what can be
done with them, the idea being that we notably have a “Ground Zero” theorem, stating
that when imposing very strong combinatorial axioms, including orientabilty, there will
be only 8 quantum groups surviving, namely the vertices of the standard cube.

As a continuation of this, our claim is that more classification results are possible:

(1) In the classical case, we believe that the uniform, half-homogeneous, oriented
groups should be the obvious examples of such groups. This is of course something quite
heavy, well beyond easiness, with the potential tools available for proving such things
coming from advanced finite group theory, and from Lie algebra theory.

(2) In the free case, under similar assumptions, we believe that the solutions should be
the obvious examples of such quantum groups. This is something heavy, too, related to a
well-known freeness conjecture, namely < GN , S

+
N >= {G′

N , S
+
N}, with the prime standing

for the easy envelope. Indeed, assuming that we would have such a formula, along with
some further ingredients, we can in principle work out our way inside the cube, from the
edge and face projections to GN itself, and in this process GN would become easy.

(3) In the group dual case, the orientability axiom simplifies, because the group duals
are discrete in our sense. We believe that the uniform, twistable, oriented group duals
should appear as combinations of certain abelian groups, which appear in the classical
case, with duals of varieties of real reflection groups, which appear in the real case. This
is probably the easiest question in the present series, and the most reasonable one, to
start with. However, there are no concrete results so far, in this direction.

11c. Toral subgroups

Getting back now to Theorem 11.18 as it is, we are here into recent and interesting
quantum group theory. We will discuss a bit later the concrete applications of Theorem
11.18. There is a connection here as well with the notion of diagonal torus, introduced in
chapter 1. We can indeed refine Definition 11.17, in the following way:

Definition 11.22. Given HN ⊂ G ⊂ U+
N , the diagonal tori T = G∩T+

N and reflection
subgroups K = G ∩K+

N for G and for Gclass = G ∩ UN form a diagram as follows:

T // K // G

Tclass //

OO

Kclass
//

OO

Gclass

OO

We say that G appears as a soft/hard liberation when it is generated by Gclass and by
K/T , which means that the right square/whole rectangle should be generation diagrams.
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All this is quite technical, and as a concrete result in connection with the above notion
of hard liberation, we have the following statement, improving Theorem 11.18:

Theorem 11.23. The diagonal tori of the basic unitary quantum groups

UN // U∗
N

// U+
N

ON
//

OO

O∗
N

//

OO

O+
N

OO

are as follows,

TN // T∗
N

// T+
N

TN //

OO

T ∗
N

//

OO

T+
N

OO

and these unitary quantum groups all appear via hard liberation.

Proof. The first assertion is something that we already know, from chapter 1. As
for the second assertion, this can be proved by carefully examining the proof of Theorem
11.18, and performing some suitable modifications, where needed. □

As an interesting remark, some subtleties appear in the following way:

Proposition 11.24. The diagonal tori of the basic quantum reflection groups

KN
// K∗

N
// K+

N

HN
//

OO

H∗
N

//

OO

H+
N

OO

are as follows,

TN // T∗
N

// T+
N

TN //

OO

T ∗
N

//

OO

T+
N

OO

and these quantum reflection groups do not all appear via hard liberation.
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Proof. The first assertion is clear, as a consequence of Theorem 11.23, because the
diagonal torus is the same for a quantum group, and for its reflection subgroup:

G ∩ T+
N = (G ∩K+

N) ∩ T+
N

Regarding the second assertion, things are quite tricky here, as follows:

(1) In the classical case the hard liberation property definitely holds, because any
classical group is by definition a hard liberation of itself.

(2) In the half-classical case the answer is again positive, and this can be proved by
using the technology developed by Bichon and Dubois-Violette in [33].

(3) In the free case the hard liberation property fails, due to the intermediate quantum

groups H
[∞]
N , K

[∞]
N , where “hard liberation stops”. We will be back to this. □

As a conjectural solution to these latter difficulties, we have the notion of Fourier
liberation, that we will discuss now. Let us first study the group dual subgroups of the
arbitrary compact quantum groups G ⊂ U+

N . To start with, we have:

Proposition 11.25. Let G ⊂ U+
N be a compact quantum group, and consider the

group dual subgroups Λ̂ ⊂ G, also called toral subgroups, or simply “tori”.

(1) In the classical case, where G ⊂ UN is a compact Lie group, these are the usual
tori, where by torus we mean here closed abelian subgroup.

(2) In the group dual case, G = Γ̂ with Γ =< g1, . . . , gN > being a discrete group,
these are the duals of the various quotients Γ→ Λ.

Proof. Both these assertions are elementary, as follows:

(1) This follows indeed from the fact that a closed subgroup H ⊂ U+
N is at the same

time classical, and a group dual, precisely when it is classical and abelian.

(2) This follows from the general propreties of the Pontrjagin duality, and more pre-

cisely from the fact that the subgroups Λ̂ ⊂ Γ̂ correspond to the quotients Γ→ Λ. □

At a more concrete level now, most of the tori that we met appear as diagonal tori.
However, for certain quantum groups like the bistochastic ones, or the quantum permu-
tation group ones, this torus collapses to {1}, and so it cannot be of use in the study of
G. In order to deal with this issue, the idea, from [23], will be that of using:

Proposition 11.26. Given a closed subgroup G ⊂ U+
N and a matrix Q ∈ UN , we let

TQ ⊂ G be the diagonal torus of G, with fundamental representation spinned by Q:

C(TQ) = C(G)
/〈

(QuQ∗)ij = 0
∣∣∣∀i ̸= j

〉
This torus is then a group dual, TQ = Λ̂Q, where ΛQ =< g1, . . . , gN > is the discrete group
generated by the elements gi = (QuQ∗)ii, which are unitaries inside C(TQ).
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Proof. This follows indeed from our results, because, as said in the statement, TQ is
by definition a diagonal torus. Equivalently, since v = QuQ∗ is a unitary corepresentation,
its diagonal entries gi = vii, when regarded inside C(TQ), are unitaries, and satisfy:

∆(gi) = gi ⊗ gi
Thus C(TQ) is a group algebra, and more specifically we have C(TQ) = C∗(ΛQ), where

ΛQ =< g1, . . . , gN > is the group in the statement, and this gives the result. □

Summarizing, associated to any closed subgroup G ⊂ U+
N is a whole family of tori,

indexed by the unitaries U ∈ UN . As a first result regarding these tori, we have:

Theorem 11.27. Any torus T ⊂ G appears as follows, for a certain Q ∈ UN :

T ⊂ TQ ⊂ G

In other words, any torus appears inside a standard torus.

Proof. Given a torus T ⊂ G, we have an inclusion T ⊂ G ⊂ U+
N . On the other hand,

we know that each torus T = Λ̂ ⊂ U+
N , coming from a discrete group Λ =< g1, . . . , gN >,

has a fundamental corepresentation as follows, with Q ∈ UN :

u = Q

g1 . . .
gN

Q∗

But this shows that we have T ⊂ TQ, and this gives the result. □

Let us do now some computations. In the classical case, the result is as follows:

Proposition 11.28. For a closed subgroup G ⊂ UN we have

TQ = G ∩ (Q∗TNQ)

where TN ⊂ UN is the group of diagonal unitary matrices.

Proof. This is indeed clear at Q = 1, where Γ1 appears by definition as the dual of
the compact abelian group G ∩ TN . In general, this follows by conjugating by Q. □

In the group dual case now, we have the following result, from [23]:

Proposition 11.29. Given a discrete group Γ =< g1, . . . , gN >, consider its dual

compact quantum group G = Γ̂, diagonally embedded into U+
N . We have then

ΛQ = Γ
/〈

gi = gj

∣∣∣∃k,Qki ̸= 0, Qkj ̸= 0
〉

with the embedding TQ ⊂ G = Γ̂ coming from the quotient map Γ→ ΛQ.
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Proof. Assume indeed that Γ =< g1, . . . , gN > is a discrete group, with Γ̂ ⊂ U+
N

coming via u = diag(g1, . . . , gN). With v = QuQ∗, we have:∑
s

Q̄sivsk =
∑
st

Q̄siQstQ̄ktgt

=
∑
t

δitQ̄ktgt

= Q̄kigi

Thus vij = 0 for i ̸= j gives Q̄kivkk = Q̄kigi, which is the same as saying that Qki ̸= 0
implies gi = vkk. But this latter equality reads:

gi =
∑
j

|Qkj|2gj

We conclude from this that Qki ̸= 0, Qkj ̸= 0 implies gi = gj, as desired. As for the
converse, this is elementary to establish as well. □

In view of the above, we can expect the collection {TQ|Q ∈ UN} to encode various
algebraic and analytic properties of G. We have the following result, from [23]:

Theorem 11.30. The following results hold, both for the compact Lie groups, and for
the duals of the finitely generated discrete groups:

(1) Generation: any closed quantum subgroup G ⊂ U+
N has the generation property

G =< TQ|Q ∈ UN >. In other words, G is generated by its tori.
(2) Characters: if G is connected, for any nonzero P ∈ C(G)central there exists Q ∈

UN such that P becomes nonzero, when mapped into C(TQ).
(3) Amenability: a closed subgroup G ⊂ U+

N is coamenable if and only if each of the
tori TQ is coamenable, in the usual discrete group sense.

(4) Growth: assuming G ⊂ U+
N , the discrete quantum group Ĝ has polynomial growth

if and only if each the discrete groups T̂Q has polynomial growth.

Proof. In the classical case, where G ⊂ UN , the proof is elementary, based on stan-
dard facts from linear algebra, and goes as follows:

(1) Generation. We use the following formula, established above:

TQ = G ∩Q∗TNQ
Since any group element U ∈ G is diagonalizable, U = Q∗DQ with Q ∈ UN , D ∈ TN ,

we have U ∈ TQ for this value of Q ∈ UN , and this gives the result.

(2) Characters. We can take here Q ∈ UN to be such that QTQ∗ ⊂ TN , where T ⊂ UN
is a maximal torus for G, and this gives the result.

(3) Amenability. This conjecture holds trivially in the classical case, G ⊂ UN , due to
the fact that these latter quantum groups are all coamenable.
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(4) Growth. This is something non-trivial, which is well-known from the theory of
compact Lie groups, and we refer here to [48] and related papers.

Regarding now the group duals, here everything is trivial. Indeed, when the group du-
als are diagonally embedded we can take Q = 1, and when the group duals are embedded
by using a spinning matrix Q ∈ UN , we can use precisely this matrix Q. □

The various statements above are conjectured to hold for any compact quantum group,
and for a number of verifications, we refer to [23] and to subsequent papers. In relation
with our questions, let us focus now on the generation property. We will need:

Proposition 11.31. Given a closed subgroup G ⊂ U+
N and a matrix Q ∈ UN , the

corresponding standard torus and its Tannakian category are given by

TQ = G ∩ TQ , CTQ =< CG, CTQ
>

where TQ ⊂ U+
N is the dual of the free group FN =< g1, . . . , gN >, with the fundamental

corepresentation of C(TQ) being the matrix u = Qdiag(g1, . . . , gN)Q
∗.

Proof. The first assertion comes from the well-known, and elementary fact that given
two closed subgroups G,H ⊂ U+

N , the corresponding quotient algebra C(U
+
N )→ C(G∩H)

appears by dividing by the kernels of both the following quotient maps:

C(U+
N )→ C(G) , C(U+

N )→ C(H)

Indeed, the construction of TQ amounts in performing this operation, with H = TQ,
and so we obtain TQ = G ∩ TQ, as claimed. As for the Tannakian category formula, this
follows from this, and from the general duality formula CG∩H =< CG, CH >. □

We have the following Tannakian reformulation of the generation property:

Theorem 11.32. Given a closed subgroup G ⊂ U+
N , the subgroup

G′ =< TQ|Q ∈ UN >

generated by its standard tori has the following Tannakian category:

CG′ =
⋂

Q∈UN

< CG, CTQ
>

In particular we have G = G′ when this intersection reduces to CG.

Proof. Consider indeed the subgroup G′ ⊂ G in the statement. We have:

CG′ =
⋂

Q∈UN

CTQ

Together with the formula in Proposition 11.31, this gives the result. □
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The above result can be used for investigating the toral generation conjecture, but
the combinatorics is quite difficult, and there are no results yet, along these lines. Let us
further discuss now the toral generation property, with some modest results, regarding its
behaviour with respect to product operations. We first have:

Proposition 11.33. Given two closed subgroups G,H ⊂ U+
N , and Q ∈ UN , we have:

< TQ(G), TQ(H) >⊂ TQ(< G,H >)

Also, the toral generation property is stable under the operation < ,>.

Proof. The first assertion can be proved either by using Theorem 11.32, or directly.
For the direct proof, which is perhaps the simplest, we have:

TQ(G) = G ∩ TQ ⊂< G,H > ∩TQ = TQ(< G,H >)

We have as well the following computation:

TQ(H) = H ∩ TQ ⊂< G,H > ∩TQ = TQ(< G,H >)

Now since A,B ⊂ C implies < A,B >⊂ C, this gives the result. Regarding now the
second assertion, we have the following computation:

< G,H > = << TQ(G)|Q ∈ UN >,< TQ(H)|Q ∈ UN >>

= < TQ(G), TQ(H)|Q ∈ UN >

= << TQ(G), TQ(H) > |Q ∈ UN >

⊂ < TQ(< G,H >)|Q ∈ UN >

Thus the quantum group < G,H > is generated by its tori, as claimed. □

We have as well the following result:

Proposition 11.34. We have the following formula, for any G,H and R, S:

TR⊗S(G×H) = TR(G)× TS(H)

Also, the toral generation property is stable under usual products ×.

Proof. The product formula is clear. Regarding now the second assertion, we have:

< TQ(G×H)|Q ∈ UMN > ⊃ < TR⊗S(G×H)|R ∈ UM , S ∈ UN >

= < TR(G)× TS(H)|R ∈ UM , S ∈ UN >

= < TR(G)× {1}, {1} × TS(H)|R ∈ UM , S ∈ UN >

= < TR(G)|R ∈ UM > × < TG(H)|H ∈ UN >

= G×H

Thus the quantum group G×H is generated by its tori, as claimed. □
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11d. Fourier liberation

Let us go back now to the quantum permutation groups. In relation with the tori, let
us start with the following basic fact, that we know well from chapter 9:

Proposition 11.35. Consider a discrete group generated by elements of finite order,
written as a quotient group, as follows:

ZN1 ∗ . . . ∗ ZNk
→ Γ

We have then an embedding Γ̂ ⊂ S+
N , where N = N1 + . . .+Nk, with magic unitary

u =

FN1I1F
∗
N1

. . .
FNk

IkF
∗
Nk

 , Il =


1

gl
. . .

gNl−1
l


where FN = 1√

N
(wijN) with wN = e2πi/N , and gl is the standard generator of ZNl

.

Proof. We have indeed a sequence of embeddings and isomorphisms as follows:

Γ̂ ⊂ ̂ZN1 ∗ . . . ∗ ZNk
= ẐN1 ∗̂ . . . ∗̂ ẐNk

≃ ZN1 ∗̂ . . . ∗̂ZNk
⊂ SN1 ∗̂ . . . ∗̂SNk

⊂ S+
N1
∗̂ . . . ∗̂S+

Nk
⊂ S+

N

Thus, we are led to the conclusion in the statement. □

We have as well the following more specialized result, also from chapter 9:

Theorem 11.36. For the quantum permutation group S+
N , the discrete group quotient

FN → ΛQ with Q ∈ UN comes from the following relations:
gi = 1 if

∑
lQil ̸= 0

gigj = 1 if
∑

lQilQjl ̸= 0

gigjgk = 1 if
∑

lQilQjlQkl ̸= 0

Also, given a decomposition N = N1 + . . . +Nk, for the matrix Q = diag(FN1 , . . . , FNk
),

where FN = 1√
N
(ξij)ij with ξ = e2πi/N is the Fourier matrix, we obtain

ΛQ = ZN1 ∗ . . . ∗ ZNk

with dual embedded into S+
N in a standard way, as in Proposition 11.35.

Proof. This follows indeed from a direct computation, based on the definition of the

diagonal tori TQ = Λ̂Q, explained in chapter 9. □

In connection with our liberation questions for the subgroups G ⊂ SN , all this is quite
interesting, and suggests formulating the following definition:
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Definition 11.37. Consider a closed subgroup G ⊂ U+
N .

(1) Its standard tori TF , with F = FN1 ⊗ . . . ⊗ FNk
, and N = N1 + . . . + Nk being

regarded as a partition, are called Fourier tori.
(2) In the case where we have GN =< Gc

N , (TF )F >, we say that GN appears as a
Fourier liberation of its classical version Gc

N .

The conjecture is then that the easy quantum groups should appear as Fourier liber-
ations. With respect to the basic examples, the situation in the free case is as follows:

(1) O+
N , U

+
N are diagonal liberations, so they are Fourier liberations as well.

(2) B+
N , C

+
N are Fourier liberations too, with this being standard.

(3) S+
N is a Fourier liberation too, being generated by its tori [37], [41].

(4) H+
N , K

+
N remain to be investigated, by using the general theory in [80].

As a word of warning here, observe that an arbitrary classical group GN ⊂ UN is not
necessarily generated by its Fourier tori, and nor is an arbitrary discrete group dual, with
spinned embedding. Thus, the Fourier tori, and the related notion of Fourier liberation,
remain something quite technical, in connection with the easy case.

As an application of all this, let us go back to quantum permutation groups, and
more specifically to the quantum symmetry groups of finite graphs, from chapter 9. One
interesting question is whether G+(X) appears as a Fourier liberation of G(X). Generally
speaking, this is something quite difficult, because for the empty graph itself we are in
need of the above-mentioned technical results from [37], [41].

In order to discuss this, let us begin with the following elementary statement:

Proposition 11.38. In order for a closed subgroup G ⊂ U+
K to appear as G = G+(X),

for a certain graph X having N vertices, the following must happen:

(1) We must have a representation G ⊂ U+
N .

(2) This representation must be magic, G ⊂ S+
N .

(3) We must have a graph X having N vertices, such that d ∈ End(u).
(4) X must be in fact such that the Tannakian category of G is precisely < d >.

Proof. This is more of an empty statement, coming from the definition of the quan-
tum automorphism group G+(X), as formulated in chapter 5. □

In the group dual case, forgetting about Fourier transforms, and imagining that we
are at step (1) in the general strategy outlined in Proposition 11.38, we must compute the

Tannakian category of Γ̂ ⊂ U+
N , diagonally embedded, for the needs of (3,4). We have:
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Proposition 11.39. Given a discrete group Γ =< g1, . . . , gN >, embed diagonally

Γ̂ ⊂ U+
N , via the unitary matrix u = diag(g1, . . . , gN). We have then the formula

Hom(u⊗k, u⊗l) =
{
T = (Tj1...jl,i1...ik)

∣∣∣gi1 . . . gik ̸= gj1 . . . gjl =⇒ Tj1...jl,i1...ik = 0
}

and in particular, with k = l = 1, we have the formula

End(u) =
{
T = (Tji)

∣∣∣gi ̸= gj =⇒ Tji = 0
}

with the linear maps being identified with the corresponding scalar matrices.

Proof. This is well-known, and elementary, with the first assertion coming from:

T ∈ Hom(u⊗k, u⊗l) ⇐⇒ Tu⊗k = u⊗lT

⇐⇒ (Tu⊗k)j1...jl,i1...ik = (u⊗lT )j1...jl,i1...ik
⇐⇒ Tj1...jl,i1...ikgi1 . . . gik = gj1 . . . gjlTj1...jl,i1...ik
⇐⇒ Tj1...jl,i1...ik(gi1 . . . gik − gj1 . . . gjl) = 0

As for the second assertion, this follows from the first one. □

Let us go ahead now, with respect to the general strategy outlined in Proposition 11.38,
and apply [31] in order to solve (2), and then reformulate (3,4), by using Proposition 11.39,
and by choosing to put the multi-Fourier transform on the graph part. We are led in this
way into the following refinement of Proposition 11.38, in the group dual setting:

Theorem 11.40. In order for a group dual Γ̂ as in Proposition 11.35 to appear as
G = G+(X), for a certain graph X having N vertices, the following must happen:

(1) First, we need a quotient map ZN1 ∗ . . . ∗ ZNk
→ Γ.

(2) Let u = diag(I1, . . . , Ik), with Il = diag(ZNl
), for any l.

(3) Consider also the matrix F = diag(FN1 , . . . , FNk
).

(4) We must then have a graph X having N vertices.
(5) This graph must be such that F ∗dF ̸= 0 =⇒ Ii = Ij.
(6) In fact, < F ∗dF > must be the category in Proposition 11.39.

Proof. This is something rather informal, the idea being as follows:

(1) This is the assumption of Proposition 11.35, explained above, with the remark
that we can add to this a unitary base change, as piece of data.

(2) This is just a notation, with Il = diag(ZNl
) meaning that Il is the diagonal matrix

formed by 1, g, g2, . . . , gNl−1, with g ∈ ZNl
being the standard generator.

(3) This is another notation, with each Fourier matrix FNl
being the standard one,

namely FNl
= 1√

Nl
(wij), with w = e2πi/Nl , and with indices 0, 1, . . . , Nl − 1.

(4) This is a just an informal statement, with the precise graph formalism to be
clarified later on, in view of the fact that X will get Fourier-transformed anyway.
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(5) This is an actual result, our claim being that the condition d ∈ End(u) from
Proposition 11.38 (3) is equivalent to the condition F ∗dF ̸= 0 =⇒ Ii = Ij in the
statement. Indeed, we know that with F, I being as in the statement, we have u = FIF ∗.
Now with this formula in hand, we have the following equivalences:

Γ̂ ↷ X ⇐⇒ du = ud

⇐⇒ dFIF ∗ = FIF ∗d

⇐⇒ [F ∗dF, I] = 0

Also, since the matrix I is diagonal, with M = F ∗dF have:

MI = IM ⇐⇒ (MI)ij = (IM)ij

⇐⇒ MijIj = IiMij

⇐⇒ [Mij ̸= 0 =⇒ Ii = Ij]

We therefore conclude that we have, as desired:

Γ̂ ↷ X ⇐⇒ [F ∗dF ̸= 0 =⇒ Ii = Ij]

(6) This is the Tannakian condition in Proposition 11.38 (4), with reference to the

explicit formula for the Tannakian category of G = Γ̂ given in Proposition 11.39. □

Going ahead now, in connection with the Fourier tori, we have:

Proposition 11.41. The Fourier tori of G+(X) are the biggest quotients

ZN1 ∗ . . . ∗ ZNk
→ Γ

whose duals act on the graph, Γ̂ ↷ X.

Proof. We have indeed the following computation, at F = 1:

C(T1(G
+(X))) = C(G+(X))/ < uij = 0,∀i ̸= j >

= [C(S+
N)/ < [d, u] = 0 >]/ < uij = 0,∀i ̸= j >

= [C(S+
N)/ < uij = 0,∀i ̸= j >]/ < [d, u] = 0 >

= C(T1(S
+
N))/ < [d, u] = 0 >

Thus, we obtain the result, with the remark that the quotient that we are interested
in appears via relations of type dij = 1 =⇒ gi = gj. The proof in general is similar. □

In connection now with the above-mentioned questions, we have:

Theorem 11.42. Consider the following conditions:

(1) We have G(X) = G+(X).
(2) G(X) ⊂ G+(X) is a Fourier liberation.

(3) Γ̂ ↷ X implies that Γ is abelian.

We have then the equivalence (1) ⇐⇒ (2) + (3).
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Proof. This is something elementary, the proof being as follows:

(1) =⇒ (2, 3) Here both the implications are trivial.

(2, 3) =⇒ (1) Assuming G(X) ̸= G+(X), from (2) we know that G+(X) has at least
one non-classical Fourier torus, and this contradicts (3). □

With this in hand, the question is whether (3) =⇒ (1) holds. This is a good question,
which in practice would make connections between the various conjectures that can be
made about a given graph X, and its quantum symmetry group G+(X).

As an illustration for the potential interest of such considerations, it is known from
[69] that the random graphs have no quantum symmetries, with this being something
advanced. Our point now is that, assuming that one day the general compact quantum Lie
group theory will solve its Weyl-type questions in relation with the tori, and in particular
include, as a theorem, the fact that any G+(X) appears as a Fourier liberation of G(X),
this deep graph result from [69] would become accessible as well via its particular case
for the group dual subgroups, which is something elementary, as follows:

Theorem 11.43. For a finite graph X, the probability for having an action

Γ̂ ↷ X

with Γ being a non-abelian group goes to 0 with |X| → ∞.

Proof. This is something quite elementary, the idea being as follows:

(1) First of all, the graphs X having a fixed number N ∈ N of vertices correspond
to the matrices d ∈ MN(0, 1) which are symmetric, and have 0 on the diagonal. The
probability mentioned in the statement is the uniform one on such 0-1 matrices.

(2) Regarding now the proof, our claim is that this should come in a quite elementary
way, from the du = ud condition, as reformulated before. Indeed, observe first that in the
cyclic case, where F = FN is a usual Fourier matrix, associated to a cyclic group ZN , we
have the following formula, with w = e2πi/N :

(F ∗dF )ij =
∑
kl

(F ∗)ikdklFlj

=
∑
kl

wlj−ikdkl

=
∑
k∼l

wlj−ik
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(3) In the general setting now, where we have a quotient map ZN1 ∗ . . . ∗ ZNk
→ Γ,

with N1 + . . .+Nk = N , the computation is similar, as follows, with wi = e2πi/Ni :

(F ∗dF )ij =
∑
kl

(F ∗)ikdklFlj

=
∑
k∼l

(F ∗)ikFlj

=
∑

k:i,l:j,k∼l

(wNi
)−ik(wNj

)lj

Here the conditions k : i and l : j refer to the fact that k, l must belong respectively
to the same matrix blocks as i, j, with respect to the partition N1 + . . . + Nk = N , and
k ∼ l means as usual that there is an edge between k, l, in the graph X.

(4) The point now is that with the partition N1 + . . . + Nk = N fixed, and with
d ∈ MN(0, 1) being random, we have (F ∗dF )ij ̸= 0 almost everywhere in the N → ∞
limit, so we have Ii = Ij almost everywhere, and so abelianity of Γ, with N →∞. □

11e. Exercises

Things have been quite technical in this chapter, and as a unique exercise, summarizing
the main problems that we have been talking about here, we have:

Exercise 11.44. Find an abstract framework for the “quantum reflection groups”, as
intermediate quantum groups of type

AN ⊂ G ⊂ K+
N

covering at the same time all the intermediate easy quantum groups of type

SN ⊂ G ⊂ K+
N

and all the classical, non-exceptional complex reflection groups, namely

Hsd
N =

{
U ∈ Hs

N

∣∣∣(detU)d = 1
}

and then start classifying such beasts.

The point here is that in the classical case, there is a definition and then classification
result for the complex reflection groups, with the classification stating that we have as
exemples the above groups Hsd

N , plus a number of exceptional examples, which can be
classified as well. The problem is that of finding the correct quantum extension of this.
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Analytic aspects

12a. Weingarten estimates

We discuss here a number of advanced probabilistic aspects, with improvements of
some of the character results from chapter 2, and with De Finetti theorems as well,
following [19], [20]. We will insist on our main examples of quantum groups, namely:

S+
N

// O+
N

SN //

OO

ON

OO

Here the quantum groups SN , S
+
N need no presentation, being those that we are mainly

interested in. As for ON , O
+
N , we will study them too, their projective versions being basic

examples of quantum groups SZ , S
+
Z , due to the isomorphism S+

MN
= PO+

N .

We already know, since chapter 2, that for everything probability we will need at
some point Weingarten function estimates. So, let us begin with this topic, which is of
independent interest as well. Let us first recall the Weingarten formula:

Theorem 12.1. The integrals over an easy quantum group G ⊂u O+
N , coming from a

category of partitions D = (D(k, l)), are given by the formula∫
G

ui1j1 . . . uikjk =
∑

π,ν∈D(k)

δπ(i)δν(j)WkN(π, ν)

where D(k) = D(0, k), the δ symbols are Kronecker type symbols, δ ∈ {0, 1}, and where
WkN = G−1

kN with Gkn(π, ν) = N |π∨ν| is the Weingarten matrix.

Proof. This is something that we know from chapter 2, coming from the fact that
the integrals in the statement, with k ∈ N fixed and with the multi-indices i, j varying,
form a Nk ×Nk matrix which is the orthogonal projection onto Fix(u⊗k). □

In general, the computation of the Weingarten matrix is something quite delicate.
However, in the case of the symmetric group SN , the situation is in fact very simple,
because we can explicitly compute and estimate this matrix, as follows:

273
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Theorem 12.2. For the group SN the Weingarten function is given by

WkN(π, ν) =
∑
τ≤π∧ν

µ(τ, π)µ(τ, ν)
(N − |τ |)!

N !

and satisfies the folowing estimate,

WkN(π, ν) = N−|π∧ν|(µ(π ∧ ν, π)µ(π ∧ ν, ν) +O(N−1))

with µ being the Möbius function of P (k).

Proof. The first assertion follows from the usual Weingarten formula, from Theorem
12.1. Indeed, in that formula the integrals on the left are in fact known, from the explicit
integration formula over SN that we established in chapter 2, namely:∫

SN

gi1j1 . . . gikjk =

{
(N−| ker i|)!

N !
if ker i = ker j

0 otherwise

But this allows the computation of the right term, via the Möbius inversion formula,
and we get the result. As for the second assertion, this follows from the first one. □

Regarding now the quantum group S+
N , that we are particularly interested in here, let

us begin with some explicit computations. We first have the following simple and final
result at k = 2, 3, directly in terms of the quantum group integrals:

Proposition 12.3. At k = 2, 3 we have the following estimate:∫
S+
N

ui1j1 . . . uikjk =

{
0 (ker i ̸= ker j)

≃ N−| ker i| (ker i = ker j)

Proof. Since at k ≤ 3 we have NC(k) = P (k), the Weingarten integration formulae
for SN and S+

N coincide, and we obtain, by using the above formula for SN :∫
S+
N

ui1j1 . . . uikjk = δker i,ker j
(N − | ker i|)!

N !

Thus, we obtain the formula in the statement. □

In general now, the idea will be that of working out a “master estimate” for the
Weingarten function, as above. Before starting, let us record the formulae at k = 2, 3,
which will be useful later, as illustrations. At k = 2, with indices ||,⊓ as usual, and with
the convention that ≈ means componentwise dominant term, we have:

W2N ≈
(
N−2 −N−2

−N−2 N−1

)
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At k = 3 now, with indices |||, |⊓,⊓|,⊓| ,⊓⊓, and same meaning for ≈, we have:

W3N ≈


N−3 −N−3 −N−3 −N−3 2N−3

−N−3 N−2 N−3 N−3 −N−2

−N−3 N−3 N−2 N−3 −N−2

−N−3 N−3 N−3 N−2 −N−2

2N−3 −N−2 −N−2 −N−2 N−1


In order to deal now with the general case, let us start with some standard facts:

Proposition 12.4. The following happen, regarding the partitions in P (k):

(1) |π|+ |ν| ≤ |π ∨ ν|+ |π ∧ ν|.
(2) |π ∨ τ |+ |τ ∨ ν| ≤ |π ∨ ν|+ |τ |.
(3) d(π, ν) = |π|+|ν|

2
− |π ∨ ν| is a distance.

Proof. All this is well-known, the idea being as follows:

(1) This comes from the fact that P (k) is a semi-modular lattice.

(2) This follows from (1), as explained for instance in [19].

(3) This follows from (2), which says that the following holds:

|π|+ |τ |
2

− d(π, τ) + |τ |+ |ν|
2

− d(τ, ν) ≤ |π|+ |ν|
2

− d(π, ν) + |τ |

Thus, we obtain the triangle inequality, and the other axioms are all clear. □

Actually in what follows we will only need (3) in the above statement. For more on
this, and on the geometry and combinatorics of partitions, we refer to [78]. As a main
result now regarding the Weingarten functions, we have:

Theorem 12.5. The Weingarten matrix WkN has a series expansion in N−1,

WkN(π, ν) = N |π∨ν|−|π|−|ν|
∞∑
g=0

Kg(π, ν)N
−g

where the various objects on the right are defined as follows:

(1) A path from π to ν is a sequence as follows:

p = [π = τ0 ̸= τ1 ̸= . . . ̸= τr = ν]

(2) The signature of such a path is + when r is even, and − when r is odd.
(3) The geodesicity defect of such a path is:

g(p) =
r∑
i=1

d(τi−1, τi)− d(π, ν)

(4) Kg counts the signed paths from π to ν, with geodesicity defect g.



276 12. ANALYTIC ASPECTS

Proof. We recall that the Weingarten matrix WkN appears as the inverse of the
Gram matrix GkN , which is given by the following formula:

GkN(π, ν) = N |π∨ν|

Now observe that the Gram matrix can be written in the following way:

GkN(π, ν) = N |π∨ν|

= N
|π|
2 N |π∨ν|− |π|+|ν|

2 N
|ν|
2

= N
|π|
2 N−d(π,ν)N

|ν|
2

This suggests considering the following diagonal matrix:

∆ = diag(N
|π|
2 )

So, let us do this, and consider as well the following matrix:

H(π, ν) =

{
0 (π = ν)

N−d(π,ν) (π ̸= ν)

In terms of these two matrices, the above formula for GkN simply reads:

GkN = ∆(1 +H)∆

Thus, the Weingarten matrix WkN is given by the following formula:

WkN = ∆−1(1 +H)−1∆−1

In order to compute now the inverse of 1 +H, we will use the following formula:

(1 +H)−1 = 1−H +H2 −H3 + . . .

Consider indeed the set Pr(π, ν) of length r paths between π and ν. We have:

Hr(π, ν) =
∑

p∈Pr(π,ν)

H(τ0, τ1) . . . H(τr−1, τr)

=
∑

p∈Pr(π,ν)

N−d(π,ν)−g(p)

Thus by using (1 +H)−1 = 1−H +H2 −H3 + . . . we obtain:

(1 +H)−1(π, ν) =
∞∑
r=0

(−1)rHr(π, ν)

= N−d(π,ν)
∞∑
r=0

∑
p∈Pr(π,ν)

(−1)rN−g(p)
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It follows that the Weingarten matrix is given by the following formula:

WkN(π, ν) = ∆−1(π)(1 +H)−1(π, ν)∆−1(ν)

= N− |π|
2
− |ν|

2
−d(π,ν)

∞∑
r=0

∑
p∈Pr(π,ν)

(−1)rN−g(p)

= N |π∨ν|−|π|−|ν|
∞∑
r=0

∑
p∈Pr(π,ν)

(−1)rN−g(p)

Now by rearranging the various terms in the above double sum according to their
geodesicity defect g = g(p), this gives the following formula:

WkN(π, ν) = N |π∨ν|−|π|−|ν|
∞∑
g=0

Kg(π, ν)N
−g

Thus, we are led to the conclusion in the statement. □

As an illustration for all this, we have the following explicit estimates:

Theorem 12.6. Consider an easy quantum group G = (GN), coming from a category
of partitions D = (D(k)). For any π ≤ ν we have the estimate

WkN(π, ν) = N−|π|(µ(π, ν) +O(N−1))

and for π, ν arbitrary we have

WkN(π, ν) = O(N |π∨ν|−|π|−|ν|)

with µ being the Möbius function of D(k).

Proof. We have two assertions here, the idea being as follows:

(1) The first estimate is clear from the formula in Theorem 12.5, namely:

WkN(π, ν) = N |π∨ν|−|π|−|ν|
∞∑
g=0

Kg(π, ν)N
−g

(2) In the case π ≤ ν it is known that K0 coincides with the Möbius function of
NC(k), as explained for instance in [19], so we obtain once again from Theorem 12.5 the
fine estimate in the statement as well, namely:

WkN(π, ν) = N−|π|(µ(π, ν) +O(N−1)) ∀π ≤ ν

Observe that, by symmetry of WkN , we obtain as well that we have:

WkN(π, ν) = N−|ν|(µ(ν, π) +O(N−1)) ∀π ≥ ν

Thus, we are led to the conclusions in the statement. □
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When π, ν are not comparable by ≤, things are quite unclear. The simplest example
appears at k = 3, where we have the following formula, which is elementary:

W3N(|⊓,⊓|) ≃ N−3

As for the corresponding coefficient, K0(|⊓,⊓|) = 1, this is definitely not the Möbius
function, which vanishes for partitions which are not comparable by ≤. According to
Theorem 12.5, this is rather the number of signed geodesic paths from |⊓ to ⊓|.

12b. Traces of powers

Let us discuss now, following [19], the computation of the asymptotic laws of the
following variables, depending on an integer k ∈ N:

χ(k) = Tr(uk)

These variables, called Diaconis-Shahshahani variables [50], generalize the usual char-
acters, which appear at k = 1. Let us start with the following standard definition:

Definition 12.7. Associated to any integers k1, . . . , ks ∈ N is the “trace” permutation
γ ∈ Sk, having cycles as follows, with k =

∑
ki:

(1, . . . , k1) , (k1 + 1, . . . , k1 + k2) , . . . , (k − ks + 1, . . . , k)

We also denote by γ(σ) the partition given by i ∼σ j ⇐⇒ γ(i) ∼γ(σ) γ(j).

These conventions are standard in free probability, and we refer to [78] for more on
all this. Now with these conventions, we have the following result:

Proposition 12.8. Given an easy quantum group G, we have:∫
G

Tr(uk1) . . . T r(uks) du = #
{
π ∈ Dk

∣∣∣π = γ(π)
}
+O(N−1)

If G is classical, this estimate is exact, without any lower order corrections.

Proof. We have two assertions to be proved, the idea being as follows:

(1) Let I be the integral to be computed. According to the definition of γ, we have:

I =

∫
G

Tr(uk1) . . . T r(uks) du

=
∑
i1...ik

∫
G

(ui1i2 . . . uiki1) . . . . . . (uik−ks+1ik−ks+2
. . . uikik−ks+1

)

=
∑
i1...ik

∫
G

ui1iγ(1) . . . uikiγ(k)
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We use now the Weingarten formula. We obtain the following formula:

I =
∑
i1...ik

∑
π≤ker i

∑
σ≤ker iγ

WkN(π, σ)

=
∑
i1...ik

∑
π≤ker i

∑
γ(σ)≤ker i

WkN(π, σ)

=
∑

π,σ∈Dk

N |π∨γ(σ)|WkN(π, σ)

=
∑

π,σ∈Dk

N |π∨γ(σ)|N |π∨σ|−|π|−|σ|(1 +O(N−1))

Let us look now at the power of N in the above, namely:

N |π∨γ(σ)|+|π∨σ|−|π|−|σ|

The leading order is N0, which is achieved if and only if σ ≥ π and π ≥ γ(σ), or
equivalently when π = σ = γ(σ). But this gives the formula in the statement.

(2) In the classical case, instead of using the approximation for WNk(π, σ), we can
write N |π∨γ(σ)| = GkN(γ(σ), π), and we can continue as follows:

I =
∑

π,σ∈Dk

GkN(γ(σ), π)WkN(π, σ)

=
∑
σ∈Dk

δ(γ(σ), σ)

= #{σ ∈ Dk|σ = γ(π)}
Thus, we are led to the conclusion in the statement. □

If c is a cycle we use the notation c1 = c, and c∗= cycle opposite to c. We have the
following definition, generalizing Definition 12.7:

Definition 12.9. Associated to any k1, . . . , ks ∈ N and any e1, . . . , es ∈ {1, ∗} is the
trace permutation γ ∈ Sk, with k =

∑
ki, having as cycles

(1, . . . , k1)
e1 , (k1 + 1, . . . , k1 + k2)

e2 , . . . , (k − ks + 1, . . . , k)es

called trace permutation associated to k1, . . . , ks ∈ N and e1, . . . , es ∈ {1, ∗}.

Again, this convention is standard in free probability, and we refer to [78] for more on
all this. With this convention, Proposition 12.8 extends as follows:

Proposition 12.10. Given an easy quantum group G, we have:∫
G

Tr(uk1)e1 . . . T r(uks)es du = #
{
π ∈ Dk

∣∣∣π = γ(π)
}
+O(N−1)

If G is classical, this estimate is exact, without any lower order corrections.
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Proof. This is similar to the proof of Proposition 12.8, by performing modifications
where needed, and with the computations being the same as before. See [19]. □

In terms of cumulants, we have the following result, also from [19]:

Proposition 12.11. For G = ON , SN we have the following cumulant formula:

cr(Tr(u
k1)e1 , . . . , T r(ukr)er) = #

{
π ∈ Dk

∣∣∣π ∨ γ = 1k, π = γ(π)
}

Also, for G = O+
N , S

+
N we have the following free cumulant formula:

κr(Tr(u
k1)e1 , . . . , T r(ukr)er) = #

{
π ∈ Dk

∣∣∣π ∨ γ = 1k, π = γ(π)
}
+O(N−1)

Proof. We have two assertions to be proved, the idea being as follows:

(1) Let cr be the considered cumulant. We write, for those partitions π ∈ Pk such
that the restriction of π to a block of σ is an element in the corresponding set D|v|:

Dσ =
{
π ∈ Pk

∣∣∣p|v ∈ D|v| ∀v ∈ σ
}

We have then the following equivalent formula:

Dσ =
{
π ∈ Dk

∣∣∣π ≤ σγ
}

Then, by the definition of the classical cumulants via Möbius inversion, we get:

cr =
∑
σ∈P (r)

µ(σ, 1r) ·#{π ∈ Dσ|π = γ(π)}

=
∑
σ∈P (r)

µ(σ, 1r) ·#{π ∈ Dk|π ≤ σγ, π = γ(π)}

=
∑
σ∈P (r)

µ(σ, 1r)
∑

π≤σγ ,π=γ(π)

1

In order to exchange the two summations, we first have to replace the summation over
σ ∈ P (r) by a summation over τ = σγ ∈ P (k). Note that the condition on the latter is
exactly τ ≥ γ and that we have µ(σ, 1r) = µ(σγ, 1k). Thus:

cr =
∑
τ≥γ

µ(τ, 1k)
∑

π≤τ,π=γ(π)

1 =
∑
π=γ(π)

∑
π∨γ≤τ

µ(τ, 1k)

The definition of the Möbius function gives for the second summation:∑
π∨γ≤τ

µ(τ, 1k) =

{
1 if π ∨ γ = 1k
0 otherwise

With this formula in hand, the assertion follows.
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(2) In the free case, the proof runs in the same way, by using free cumulants and the
corresponding Möbius function on noncrossing partitions. Note that we have the analogue
of our equation in this case only for noncrossing σ. □

As a first application of the above cumulant formula, we can now recover the theorem
of Diaconis and Shahshahani in [50] in the orthogonal case, as follows:

Theorem 12.12. The variables uk = limN→∞ Tr(uk) are as follows:

(1) For ON , the uk are real Gaussian variables, with variance k and mean 0 or 1,
depending on whether k is odd or even. The uk are independent.

(2) For O+
N , at k = 1, 2 we get semicircular variables of variance 1 and mean 0 for

u1 and mean 1 for u2, and at k ≥ 3 we get circular variables of mean 0 and
covariance 1. The uk are ∗-free.

Proof. This follows by using the formula in Proposition 12.11, as follows:

(1) In this case Dk consists of all pairings of k elements. We have to count all pairings
π with the properties that π ∨ γ = 1k and π = γ(π).

Note that if π connects two different cycles of γ, say ci and cj, then the property
π = γ(p) implies that each element from ci must be paired with an element from cj. Thus
those cycles cannot be connected to other cycles and they must contain the same number
of elements. This means that for s ≥ 3 there is no such π. Thus all cumulants of order 3
and higher vanish asymptotically and all traces are asymptotically Gaussian.

Since in the case s = 2 we only have permissible pairings if the two cycles have the
same number of elements, we also see that the covariance between traces of different
powers vanishes and thus different powers are asymptotically independent. The variance
of uk is given by the number of matchings between {1, . . . , k} and {k + 1, . . . , 2k} which
are invariant under rotations.

Now since such a matching is determined by the partner of the first element 1, for
which we have k possibilities, the variance of uk is k. For the mean, if k is odd there is
clearly no pairing at all, and if k = 2p is even then the only pairing of {1, . . . , 2p} which
is invariant under rotations is (1, p+1), (2, p+2), . . . , (p, 2p). Thus the mean of uk is zero
if k is odd and 1 if k is even.

(2) In the quantum case Dk consists of noncrossing pairings. We can essentially
repeat the arguments from above but have to take care that only noncrossing pairings
are counted. We also have to realize that for k ≥ 3, the uk are not selfadjoint any longer,
thus we have to consider also u∗k in these cases. This means that in our arguments we
have to allow cycles which are rotated “backwards” under γ.

By the same reasoning as before we see that free cumulants of order three and higher
vanish. The pairing which gave mean 1 in the classical case is only in the case k = 2 a
noncrossing one, thus the mean of u2 is 1, all other means are zero.
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For the variances, by using the same argument, one has again that different pow-
ers allow no pairings at all and are asymptotically ∗-free. For the matchings between
{1, . . . , k} and {k + 1, . . . , 2k} one has to observe that there is only one non-crossing
possibility, namely (1, 2k), (2, 2k − 1), . . . , (k, k + 1) and this satisfies π = γ(π) only if γ
rotates both cycles in different directions.

For k = 1 and k = 2 there is no difference between both directions, but for k ≥ 3
this implies that we get only a non-vanishing covariance between uk and u∗k, with value
1. This shows that u1 and u2 are semicircular, whereas the higher uk are circular. □

In order to discuss now permutations and quantum permutations, let us start with
the following technical result, further building on the formula in Proposition 12.11:

Proposition 12.13. The cumulants of the variables uk = limN→∞ Tr(uk) are as
follows, in the quantum permutation group case:

(1) For SN , the classical cumulants are given by:

cr(uk1 , . . . , ukr) =
∑

q|ki∀i=1,...,r

qr−1

(2) For S+
N , the free cumulants are given by:

cr(u
e1
k1
, . . . , uerkr) =


2 if r = 1, k1 ≥ 2

2 if r = 2, k1 = k2, e1 = e∗2
2 if r = 2, k1 = k2 = 2

1 otherwise

Proof. We have two assertions to be proved, the idea being as follows:

(1) Here Dk consists of all partitions. We have to count partitions π which have the
properties that π ∨ γ = 1k and π = γ(π).

Consider a partition π which connects different cycles of γ. Consider the restriction of
π to one cycle. Let k be the number of elements in this cycle and t be the number of the
points in the restriction. Then the orbit of those t points under γ must give a partition of
that cycle, which means that t is a divisor of k and that the t points are equally spaced.
The same must be true for all cycles of γ which are connected via π, and the ratio between
t and k is the same for all those cycles.

But this means that if one block of π connects some cycles then the orbit under γ of
this block connects exactly those cycles and exhausts all points of those cycles. So if we
want to connect all cycles of γ then this can only happen in the way that we have one
block of π intersecting each of the cycles of γ.

To be more precise, let us consider cr(uk1 , . . . , ukr). We have then to look for a common
divisor q of all k1, . . . , kr, and a contributing π is then one the blocks of which are of the
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following form: k1/q points in the first cycle, equally spaced, and so on up to kr/q points
in the last cycle, equally spaced. We can specify this by saying to which points in the
other cycles the first point in the first cycle is connected. There are qr−1 possibilities for
such choices, and this gives the formula in the statement.

(2) For S+
N we have to consider noncrossing partitions instead of all partitions. Most of

the partitions from the classical case are crossing, so do not count for the quantum case.
Actually, whenever a restriction of a block to one cycle has two or more elements then
the corresponding partition is crossing, unless the restriction exhausts the whole group.

This is the case q = 1 from the considerations above, corresponding to the partition
which has only one block, giving a contribution 1 to each cumulant cr(uk1 , . . . , ukr).

For cumulants of order 3 or higher there are no other contributions. For cumulants
of second order one might also have contributions coming from pairings, where each
restriction of a block to a cycle has one element.

But this is the same problem as in the O+
N case, and we only get an additional con-

tribution for the second order cumulants c2(uk, u
∗
k). For first order cumulants, singletons

can also appear and make an additional contribution. And this gives the result. □

With the above ingredients in hand, still following [19], we can now formulate a result
about permutations and quantum permutations, as follows:

Theorem 12.14. The variables uk = limN→∞ Tr(uk) are as follows:

(1) For SN we have a decomposition of type

uk =
∑
l|k

lCl

with the variables Ck being Poisson of parameter 1/k, and independent.
(2) For S+

N we have a decomposition of the type

u1 = C1 , uk = C1 + Ck (k ≥ 2)

where the variables Cl are ∗-free, C1 is free Poisson, C2 is semicircular, and Ck
with k ≥ 3 are circular.

Proof. We have several assertions to be proved, the idea being as follows:

(1) Let Ck be the number of cycles of length k. We have uk =
∑

l|k lCl. We are
claiming now that the Ck are independent and each is a Poisson variable of parameter
1/k, i.e., that cr(Cl1 , . . . , Clr) is zero unless all the li are the same, say = l, in which case
it is 1/l, independently of r. This is compatible with the cumulants for the uk, according
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to the following computation:

cr(uk1 , . . . , ukr) =
∑
l1|k1

. . .
∑
lr|kr

l1 . . . lrcr(Cl1 , . . . , Clr)

=
∑
l|ki∀i

lr
1

l

Since the Ck are uniquely determined by the uk, via some kind of Möbius inversion,
this shows that the Ck are independent, and that Ck is Poisson with parameter 1/k.

(2) In the classical case the random variable Cl can be defined by:

Cl =
1

l

∑
i1...il distinct

ui1i2ui2i3 . . . uili1

Note that we divide by l because each term appears actually l times, in cyclically
permuted versions, which are all the same because our variables commute.

Note that, by using commutativity and the monomial condition, in general the ex-
pression ui1i2ui2i3 . . . uiki1 has to be zero unless the indices (i1, . . . , ik) are of the form
(i1, . . . , il, i1, . . . , il, . . .), where l divides k and i1, . . . , il are distinct. This yields then the
following relation, which we used before to define Cl:

Tr(uk) =
∑
i1...il

ui1i2ui2i3 . . . uili1

=
∑
l|k

∑
i1...il distinct

(ui1i2ui2i3 . . . uili1)
k/l

=
∑
l|k

lCl

This explicit form of Cl in terms of uij can be used to give a direct proof, by using
the Weingarten formula, of the fact that the Cl are independent and Poisson.

(3) In the free case we define the “cycle” Cl by requiring neighboring indices to be
different, as follows:

Cl =
∑

i1 ̸=i2 ̸=... ̸=il ̸=i1

ui1i2ui2i3 . . . uili1

Note that if two adjacent indices are the same in ui1i2ui2i3 . . . uili1 then, because of the
relation uijuik = 0 for j ̸= k, all must be the same or the term vanishes. For the case
where all indices are the same we have:∑

i

uiiuii . . . uii =
∑
i

uii = C1
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But this gives then the following relation:

Tr(uk) = Ck + C1

Again, the Cl are uniquely determined by the Tr(uk) and thus our calculations also
show that the Cl defined by our equation are ∗-free and have the distributions as stated.
Thus, we are led to the conclusion in the statement. □

For more on the above, we refer to [19] and related papers. As a comment, however,
the story is not over here, because the usual characters χ =

∑
i uii are generalized by both

the truncated characters χt studied in chapter 2, and the Diaconis-Shahshahani Tr(uk)
variables studied here. Thus, there is certainly room for more general results, covering
both these computations. Also, in addition to this, we have many interesting questions
regarding the diagonal algebras D(G) ⊂ C(G), previously discussed in this book.

12c. Invariance questions

Following [20], let is discuss now probabilistic invariance questions with respect to the
basic quantum permutation and rotation groups, namely:

S+
N

// O+
N

SN //

OO

ON

OO

We start by fixing some notations. We use as usual the formalism of the orthogonal
quantum groups, which best covers the main quantum groups that we are interested in.
In relation wih invariance questions, we first have the following definition:

Definition 12.15. Given a closed subgroup G ⊂ O+
N , we denote by

α : C < t1, . . . , tN >→ C < t1, . . . , tN > ⊗C(G)

ti →
∑
j

tj ⊗ vji

the standard coaction of C(G) on the free complex algebra on N variables.

Observe that the map α constructed above is indeed a coaction, in the sense that it
satisfies the following standard coassociativity and counitality conditions:

(id⊗∆)α = (α⊗ id)α , (id⊗ ε)α = id

With the above notion of coaction in hand, we can now talk about invariant sequences
of classical or noncommutative random variables, in the following way:



286 12. ANALYTIC ASPECTS

Definition 12.16. Let (B, tr) be a C∗-algebra with a trace, and x1, . . . , xN ∈ B. We
say that x = (x1, . . . , xN) is invariant under G ⊂ O+

N if the distribution functional

µx : C < t1, . . . , tN >→ C , P → tr(P (x1, . . . , xN))

is invariant under the coaction α, in the sense that we have

(µx ⊗ id)α(P ) = µx(P )

for any noncommuting polynomial P ∈ C < t1, . . . , tN >.

In the classical case, where G ⊂ ON is a usual group, we recover in this way the
usual invariance notion from classical probability. In the general case, where G ⊂ O+

N

is arbitrary, what we have is a natural generalization of this. We have the following
equivalent formulation of the above invariance condition:

Proposition 12.17. Let (B, tr) be a C∗-algebra with a trace, and x1, . . . , xN ∈ B.
Then x = (x1, . . . , xN) is invariant under G ⊂ O+

N precisely when

tr(xi1 . . . xik) =
∑
j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik

as an equality in C(G), for any k ∈ N, and any i1, . . . , ik ∈ {1, . . . , N}.

Proof. By linearity, in order for a sequence x = (x1, . . . , xN) to be G-invariant in
the sense of Definition 12.16, the formula there must be satisfied for any noncommuting
monomial P ∈ C < t1, . . . , tN >. But an arbitrary such monomial can be written as
follows, for a certain k ∈ N, and certain indices i1, . . . , ik ∈ {1, . . . , N}:

P = ti1 . . . tik

Now with this formula for P in hand, we have the following computation:

(µx ⊗ id)α(P ) = (µx ⊗ id)
∑
j1,...,jk

tj1 . . . tjk ⊗ vj1i1 . . . vjkik

=
∑
j1,...,jk

µx(tj1 . . . tjk)vj1i1 . . . vjkik

=
∑
j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik

On the other hand, by definition of the distribution µx, we have:

µx(P ) = µx(ti1 . . . tik) = tr(xi1 . . . xik)

Thus, we are led to the conclusion in the statement. □

As already mentioned after Definition 12.16, in the classical case, where G ⊂ ON is
a usual compact group, our notion of G-invariance coincides with the usual G-invariance
notion from classical probability. We have in fact the following result:
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Proposition 12.18. In the classical group case, G ⊂ ON , a sequence (x1, . . . , xN) is
G-invariant in the above sense if and only if

tr(xi1 . . . xik) =
∑
j1...jk

gj1i1 . . . gjkiktr(xj1 . . . xjk)

for any k ∈ N, any i1, . . . , ik ∈ {1, . . . , N}, and any g = (gij) ∈ G, and this coincides
with the usual notion of G-invariance for a sequence of classical random variables.

Proof. According to Proposition 12.17, the invariance property happens precisely
when we have the following equality, for any k ∈ N, and any i1, . . . , ik ∈ {1, . . . , N}:

tr(xi1 . . . xik) =
∑
j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik

Now by evaluating both sides of this equation at a given g ∈ G, we obtain:

tr(xi1 . . . xik) =
∑
j1...jk

gj1i1 . . . gjkiktr(xj1 . . . xjk)

Thus, we are led to the conclusion in the statement. □

With the above ingredients in hand, we can now investigate invariance questions for
the sequences of classical or noncommutative random variables, with respect to the main
quantum permutation and rotation groups that we are interested in here. To be more
precise, we first have a reverse De Finetti theorem, from [20], as follows:

Theorem 12.19. Let (x1, . . . , xN) be a sequence in A.

(1) If x1, . . . , xN are freely independent and identically distributed with amalgamation
over B, then the sequence is S+

N -invariant.
(2) If x1, . . . , xN are freely independent and identically distributed with amalgamation

over B, and have centered semicircular distributions with respect to E, then the
sequence is O+

N -invariant.
(3) If < B, x1, . . . , xN > is commutative and x1, . . . , xN are conditionally independent

and identically distributed given B, then the sequence is SN -invariant.
(4) If < x1, . . . , xN > is commutative and x1, . . . , xN are conditionally independent

and identically distributed given B, and have centered Gaussian distributions with
respect to E, then the sequence is ON -invariant.
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Proof. Assume that the joint distribution of (x1, . . . , xN) satisfies one of the condi-
tions in the statement, and let D be the category of partitions associated to the corre-
sponding easy quantum group. We have then the following computation:∑

j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik =
∑
j1...jk

tr(E(xj1 . . . xjk))vj1i1 . . . vjkik

=
∑
j1...jk

∑
π≤ker j

tr(ξ
(π)
E (x1, . . . , x1))vj1i1 . . . vjkik

=
∑

π∈D(k)

tr(ξ
(π)
E (x1, . . . , x1))

∑
ker j≥π

vj1i1 . . . vjkik

Here ξ denotes the free and classical cumulants in the cases (1,2) and (3,4) respectively.
On the other hand, it follows from a direct computation that if π ∈ D(k) then we have
the following formula, in each of the 4 cases in the statement:∑

ker j≥π

vj1i1 . . . vjkik =

{
1 if π ≤ ker i

0 otherwise

By using this formula, we can finish our computation, in the following way:∑
j1...jk

tr(xj1 . . . xjk)vj1i1 . . . vjkik =
∑

π∈D(k)

tr(ξ
(π)
E (x1, . . . , x1))δπ≤ker i

=
∑
π≤ker i

tr(ξ
(π)
E (x1, . . . , x1))

= tr(xi1 . . . xik)

Thus, we are led to the conclusions in the statement. □

12d. De Finetti theorems

Our goal here, still following [20], is to establish a converse to Theorem 12.19. Let us
begin with some technical results. We will use the following standard fact:

Proposition 12.20. Assume that a sequence (x1, . . . , xN) is G-invariant. Then there
is a coaction

α̃ :MN(C)→MN(C)⊗ C(G)
determined by the following formula:

α̃(p(x)) = (evx ⊗ πN)α(p)
Moreover, the fixed point algebra of α̃ is the G-invariant subalgebra BN .

Proof. This follows indeed after identifying the GNS representation of the algebra
C < t1, . . . , tN > for the state µx with the morphism evx : C < t1, . . . , tN >→MN(C). □
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In order to further advance, we use the fact that there is a natural conditional expec-
tation given by integrating the coaction α̃ with respect to the Haar state, as follows:

EN :MN(C)→ BN , EN(m) =

(
id⊗

∫
G

)
α̃(m)

The point now is that by using the Weingarten formula, we can give a simple combi-
natorial formula for the moment functionals with respect to EN , in the case where G is
one of the easy quantum groups under consideration. Following [20], we have:

Theorem 12.21. Assume that (x1, . . . , xN) is G-invariant, and that either we have
G = O+

N , S
+
N , or that G = ON , SN and (x1, . . . , xN) commute. We have then

E
(π)
N (b0x1b1, . . . , x1bk) =

1

N |π|

∑
π≤ker i

b0xi1 . . . bxikbk

for any π in the partition category D(k) for G, and any b0, . . . , bk ∈ BN .

Proof. We prove this result by recurrence on the number of blocks of π. First suppose
that π = 1k is the partition with only one block. Then:

E
(1k)
N (b0x1b1, . . . , x1bk) = EN(b0x1 . . . x1bk) =

∑
i1...ik

b0xi1 . . . xikbk

∫
G

vi11 . . . vik1

Here we have used the fact that the elements b0, . . . , bk are fixed by the coaction α̃.
Applying now the Weingarten integration formula, we have:

EN(b0x1 . . . x1bk) =
∑
i1...ik

b0xi1 . . . xikbk
∑
π≤ker i

∑
σ

WkN(π, σ)

=
∑

π∈D(k)

 ∑
σ∈D(k)

WkN(π, σ)

 ∑
π≤ker i

b0xi1 . . . xikbk

Now observe that for any σ ∈ D(k) we have the following formula:

GkN(σ, 1k) = N |σ∨1k| = N

It follows that for any partition π ∈ D(k), we have:

N
∑

σ∈D(k)

WkN(π, σ) =
∑

σ∈D(k)

WkN(π, σ)GkN(σ, 1k) = δπ1k

Applying this in the above context, we find, as desired:

EN(b0x1 . . . x1bk) =
∑

π∈D(k)

1

N
δπ1k

∑
π≤ker i

b0xi1 . . . xikbk

=
1

N

N∑
i=1

b0xi . . . xibk
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If the condition (3) or (4) is satisfied, then the general case follows from:

E
(π)
N (b0x1b1, . . . , x1bk) = b1 . . . bk

∏
V ∈π

EN(V )(x1, . . . , x1)

Indeed, the one thing that we must check here is that if π ∈ D(k) and V is a block of
π with s elements, then 1s ∈ D(s). But this is easily verified, in each case.

Assume now that the condition (1) or (2) is satisfied. Let π ∈ D(k). Since π is
noncrossing, π contains an interval V = {l + 1, . . . , l + s+ 1}, and we have:

E
(π)
N (b0x1b1, . . . , x1bk) = E

(π−V )
N (b0x1b1, . . . , EN(x1bl+1 . . . x1bl+s)x1, . . . , x1bk)

To apply induction, we must check that we have π − V ∈ D(k − s) and 1s ∈ D(s).
Indeed, this is easily verified for NC,NC2. Applying induction, we have:

E
(π)
N (b0x1b1, . . . , x1bk)

=
1

N |π|−1

∑
π−V≤ker i

b0xi1 . . . bl (En(x1bl+1 . . . x1bl+s))xil+s
. . . xikbk

=
1

N |π|−1

∑
π−V≤ker i

b0xi1 . . . bl

(
1

N

N∑
i=1

xibl+1 . . . bxibl+s

)
xil+s

. . . xikbk

=
1

N |π|

∑
π≤ker i

b0xi1 . . . xikbk

Thus, we are led to the conclusion in the statement. □

As a continuation, still following [20], we have the following result:

Theorem 12.22. Suppose that (x1, . . . , xN) is GN -invariant, and that GN = O+
N , S

+
N ,

or that GN = ON , SN and (x1, . . . , xN) commute. Let (y1, . . . , yN) be a sequence of BN -
valued random variables with BN -valued joint distribution determined as follows:

(1) G = O+: free semicircular, centered with same variance as x1.
(2) G = S+: freely independent, yi has same distribution as x1.
(3) G = O: independent Gaussian, centered with same variance as x1.
(4) G = S: independent, yi has same distribution as x1.

Then if 1 ≤ j1, . . . , jk ≤ N and b0, . . . , bk ∈ BN , we have the following estimate,

||EN(b0xj1 . . . xjkbk)− E(b0yj1 . . . yjkbk)|| ≤
Ck(G)

N
||x1||k||b0|| . . . ||bk||

with Ck(G) being a constant depending only on k and G.
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Proof. First we note that it suffices to prove the result for N large enough. We will
assume that N is sufficiently large, as for the Gram matrix GkN to be invertible. Let
1 ≤ j1, . . . , jk ≤ N and b0, . . . , bk ∈ BN . We have then:

EN(b0xj1 . . . xjkbk) =
∑
i1...ik

b0xi1 . . . xikbk

∫
vi1j1 . . . vikjk

=
∑
i1...ik

b0xi1 . . . xikbk
∑
π≤ker i

∑
σ≤ker j

WkN(π, σ)

=
∑
σ≤ker j

∑
π

WkN(π, σ)
∑
π≤ker i

b0xi1 . . . xikbk

On the other hand, it follows from our assumptions on (y1, . . . , yN), and from the
various moment-cumulant formulae given before, that we have:

E(b0yj1 . . . yjkbk) =
∑
σ≤ker j

ξ
(σ)
EN

(b0x1b1, . . . , x1bk)

Here, and in what follows, ξ denote the relevant free or classical cumulants. The right
hand side can be expanded, via the Möbius inversion formula, in terms of expectation
functionals of the following type, with π being a partition in NC,P according to the cases
(1,2) or (3,4) in the statement, and with π ≤ σ for some σ ∈ D(k):

E
(π)
N (b0x1b1, . . . , x1bk)

Now if π /∈ D(k), we claim that this expectation functional is zero. Indeed this is only
possible if D = NC2, P2, and if π has a block with an odd number of legs. But it is easy
to see that in these cases x1 has an even distribution with respect to EN , and therefore
we have, as claimed, the following formula:

E
(π)
N (b0x1b1, . . . , x1bk) = 0

Now this observation allows to to rewrite the above equation as follows:

E(b0yj1 . . . yjkbk) =
∑
σ≤ker j

∑
π≤σ

µD(k)(π, σ)E
(π)
N (b0x1b1, . . . , x1bk)

We therefore obtain the following formula:

E(b0yj1 . . . yjkbk) =
∑
σ≤ker j

∑
π≤σ

µD(k)(π, σ)N
−|π|

∑
π≤ker i

b0xi1 . . . xikbk

Comparing the above two equations, we find that:

EN(b0xj1 . . . xjkbk)− E(b0yj1 . . . yjkbk)
=

∑
σ≤ker j

∑
π

(
WkN(π, σ)− µD(k)(π, σ)N

−|π|) ∑
π≤ker i

b0xi1 . . . xikbk
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Now since x1, . . . , xN are identically distributed with respect to the faithful state φ,
it follows that these variables have the same norm. Thus, for any π ∈ D(k):∣∣∣∣∣

∣∣∣∣∣ ∑
π≤ker i

b0xi1 . . . xikbk

∣∣∣∣∣
∣∣∣∣∣ ≤ N |π|||x1||k||b0|| . . . ||bk||

Combining this with the former equation, we obtain the following estimate:

||EN(b0xj1 . . . xjkbk)− E(b0yj1 . . . yjkbk)||
≤

∑
σ≤ker j

∑
π

∣∣WkN(π, σ)N
|π| − µD(k)(π, σ)

∣∣ ||x1||k||b0|| . . . ||bk||
Let us set now, according to the above:

Ck(G) = sup
N∈N

N × ∑
σ,π∈D(k)

∣∣WkN(π, σ)N
|π| − µD(k)(π, σ)

∣∣
But this number is finite by our main estimate, which completes the proof. □

We will use in what follows the inclusions GN ⊂ GM for N < M , which correspond
to the Hopf algebra morphisms ωN,M : C(GM)→ C(GN) given by:

ωN,M(uij) =

{
uij if 1 ≤ i, j ≤ N

δij if max(i, j) > N

Still following [20], we begin by extending the notion of GN -invariance to the infinite
sequences of variables, in the following way:

Definition 12.23. Let (xi)i∈N be a sequence in a noncommutative probability space
(A,φ). We say that (xi)i∈N is G-invariant if

(x1, . . . , xN)

is GN -invariant for each N ∈ N.

In other words, the condition is that the joint distribution of (x1, . . . , xN) should be
invariant under the following coaction map, for each N ∈ N:

αN : C < t1, . . . , tN >→ C < t1, . . . , tN > ⊗C(GN)

It is convenient to extend these coactions to a coaction on the algebra of noncommu-
tative polynomials on an infinite number of variables, in the following way:

βN : C < ti|i ∈ N >→ C < ti|i ∈ N > ⊗C(GN)

Indeed, we can define βN to be the unique unital morphism satisfying:

βN(tj) =

{∑N
i=1 ti ⊗ vij if 1 ≤ j ≤ N

tj ⊗ 1 if j > N
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It is clear that βN as constructed above is a coaction of GN . Also, we have the following
relations, where ιN : C < t1, . . . , tN >→ C < ti|i ∈ N > is the natural inclusion:

(id⊗ ωN,M)βM = βN , (ιN ⊗ id)αN = βN ιN

By using these compatibility relations, we obtain the following result:

Proposition 12.24. An infinite sequence of random variables (xi)i∈N is G-invariant
if and only if the joint distribution functional

µx : C < ti|i ∈ N >→ C , P → tr(P (x))

is invariant under the coaction βN , for each N ∈ N.

Proof. This is clear indeed from the above discussion. □

In what follows (xi)i∈N will be a sequence of self-adjoint random variables in a von
Neumann algebra (M, tr). We will assume that M is generated by (xi)i∈N. We denote by
L2(M, tr) the corresponding GNS Hilbert space, with inner product as follows:

< m1,m2 >= tr(m1m
∗
2)

Also, the strong topology on M , that we will use in what follows, will be taken by
definition with respect to the faithful representation on the space L2(M, tr).

We let PN be the fixed point algebra of the action βN , and we set:

BN =
{
p(x)

∣∣∣p ∈ PN}′′

We have then an inclusion BN+1 ⊂ BN , for any N ≥ 1, and we can then define the
G-invariant subalgebra as the common intersection of these algebras:

B =
⋂
N≥1

BN

With these conventions, we have the following result, from [20]:

Proposition 12.25. If an infinite sequence of random variables (xi)i∈N is G-invariant,
then for each N ∈ N there is a coaction

β̃N :M →M ⊗ L∞(GN)

determined by the following formula, for any p ∈ P∞:

β̃N(p(x)) = (evx ⊗ πN)βN(p)

The fixed point algebra of β̃N is then BN .

Proof. This is indeed clear from definitions, and from the various compatibility for-
mulae given above, between the coactions αN and βN . □

We have as well the following result, which is clear as well:
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Proposition 12.26. In the above context, that of an infinite sequence of random
variables belonging to an arbitrary von Neumann algebra M with a trace

(xi)i∈N

which is G-invariant, for each N ∈ N there is a trace-preserving conditional expectation

EN :M → BN given by integrating the action β̃N :

EN(m) =

(
id⊗

∫
G

)
β̃N(m)

By taking the limit of these expectations as N →∞, we obtain a trace-preserving condi-
tional expectation onto the G-invariant subalgebra.

Proof. Once again, this is clear from definitions, and from the various compatibility
formulae given above, between the coactions αN and βN . □

We are now prepared to state and prove the main theorem, from [20], which comes as
a complement to the reverse De Finetti theorem that we already established:

Theorem 12.27. Let (xi)i∈N be a G-invariant sequence of self-adjoint random vari-
ables in (M, tr), and assume thatM =< (xi)i∈N >. Then there exists a subalgebra B ⊂M
and a trace-preserving conditional expectation E :M → B such that:

(1) If G = (SN), then (xi)i∈N are conditionally independent and identically distributed
given B.

(2) If G = (S+
N), then (xi)i∈N are freely independent and identically distributed with

amalgamation over B.
(3) If G = (ON), then (xi)i∈N are conditionally independent, and have Gaussian

distributions with mean zero and common variance, given B.
(4) If G = (O+

N), then (xi)i∈N form a B-valued free semicircular family with mean
zero and common variance.

Proof. We use the various partial results and formulae established above. Let
j1, . . . , jk ∈ N and b0, . . . , bk ∈ B. We have then the following computation:

E(b0xj1 . . . xjkbk) = lim
N→∞

EN(b0xj1 . . . xjkbk)

= lim
N→∞

∑
σ≤ker j

∑
π

WkN(π, σ)
∑
π≤ker i

b0xi1 . . . xikbk

= lim
N→∞

∑
σ≤ker j

∑
π≤σ

µD(k)(π, σ)N
−|π|

∑
π≤ker i

b0xi1 . . . xikbk

Let us recall now from the above that we have the following compatibility formula,
where ι̃N : W ∗(x1, . . . , xN)→M is the canonical inclusion, and α̃N is as before:

(ι̃N ⊗ id)α̃N = β̃N ι̃N
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By using this formula, and the above cumulant results, we have:

E(b0xj1 . . . xjkbk) = lim
N→∞

∑
σ≤ker j

∑
π≤σ

µD(k)(π, σ)E
(π)
N (b0x1b1, . . . , x1bk)

We therefore obtain the following formula:

E(b0xj1 . . . xjkbk) =
∑
σ≤ker j

∑
π≤σ

µD(k)(π, σ)E
(π)(b0x1b1, . . . , x1bk)

We can replace the sum of expectation functionals by cumulants, as to obtain:

E(b0xj1 . . . xjkbk) =
∑
σ≤ker j

ξ
(σ)
E (b0x1b1, . . . , x1bk)

Here and in what follows ξ denotes as usual the relevant free or classical cumulants,
depending on the quantum group that we are dealing with, free or classical. Now since
the cumulants are determined by the moment-cumulant formulae, we conclude that we
have the following formula:

ξ
(σ)
E (b0xj1b1, . . . , xjkbk) =

{
ξ
(σ)
E (b0x1b1, . . . , x1bk) if σ ∈ D(k) and σ ≤ ker j

0 otherwise

With this formula in hand, the result then follows from the characterizations of these
joint distributions in terms of cumulants, and we are done. □

Summarizing, we are done with our first and main objective, namely establishing De
Finetti theorems for the main quantum permutation and rotation groups, namely:

S+
N

// O+
N

SN //

OO

ON

OO

The story is of course not over here, and there are many related interesting questions
left, which are more technical, in relation with the invariance questions with respect to
these quantum groups. We refer here to [19], [20], [45], [47], [66] and related papers.

12e. Exercises

Things have been quite technical in this chapter, dealing with advanced probability
theory, and so will be our exercises here. As a first exercise, we have:

Exercise 12.28. Formulate and prove the classical De Finetti theorem, concerning
sequences which are invariant under S∞, without using representation theory methods.
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This is something very standard, and is a must-do exercise, the point being that all
the Weingarten technology used in this chapter, which is something quite heavy, was
motivated by the fact that we want to deal with several quantum groups at the same
time, in a “uniform” way. In the case of the symmetric group itself things are in fact
much simpler, and the exercise is about understanding how this works.

Exercise 12.29. Formulate and prove the free De Finetti theorem, concerning se-
quences which are invariant under (S+

N), without using representation theory methods.

The same comments as for the previous exercise apply, the idea being that, once again,
the Weingarten function machinery can be avoided in this case.

Exercise 12.30. Work out the full proof of the explicit formula for the Weingarten
function for SN , namely

WkN(π, ν) =
∑
τ≤π∧ν

µ(τ, π)µ(τ, ν)
(N − |τ |)!

N !

then of the main estimate for this function, namely

WkN(π, ν) = N−|π∧ν|(µ(π ∧ ν, π)µ(π ∧ ν, ν) +O(N−1))

where µ is the Möbius function of P (k).

This was something that was already discussed in the above, the idea being that all
this comes from the explicit knowledge of the integrals over SN , via the Möbius inversion
formula, and the problem now is that of working out all the details.

Exercise 12.31. Work out estimates for the integrals of type∫
S+
N

vi1j1vi2j2vi3j3vi4j4

and then for the Weingarten function of S+
N at k = 4.

Once again, this was something partly discussed in the above, with the comment that
things are clear at k = 2, 3, due to the formula P (k) = NC(k) valid here. The problem
now is that of working out what happens at k = 4, where things are non-trivial.

Exercise 12.32. Prove directly that the function

d(π, ν) =
|π|+ |ν|

2
− |π ∨ ν|

is a distance on P (k).

To be more precise here, this is something that we talked about in the above, with the
idea being that this follows from a number of well-known facts regarding the partitions
in P (k). The problem now is that of proving directly this result.
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And I wait praying to the Northern Star
I’m afraid it won’t lead you anywhere

He’s so cold raining on the world tonight
All the angels kneeling to the Northern Lights



CHAPTER 13

Matrix models

13a. Matrix models

One potentially interesting method for the study of the closed subgroups G ⊂ S+
N ,

that we have not tried yet, consists in modeling the standard coordinates uij ∈ C(G)
by concrete variables over some familiar C∗-algebra, Uij ∈ B. Indeed, assuming that the
model is faithful in some suitable sense, and that the variables Uij are not too complicated,
all questions about G would correspond in this way to routine questions inside B. We
will discuss here such questions, which are quite interesting, first for the arbitrary closed
subgroups G ⊂ U+

N , and then for the quantum permutation groups G ⊂ S+
N .

All this sounds good, mathematically speaking, and we will soon see that there are
some potentially interesting connections with physics as well. Getting started now, we
have a good idea, but we must first solve the following philosophical question:

Question 13.1. What type of target algebras B shall we use for our matrix models
π : C(G)→ B? We would like these to be simple enough, as for the computations inside
them to be doable, but also general enough, as to model well our quantum groups.

In answer, a good idea would be probably that of using random matrix algebras,
B = MK(C(T )), with K ≥ 1 being an integer, and T being a compact space. Indeed,
these algebras generalize the most familiar algebras that we know, namely the matrix
ones MK(C), and the commutative ones C(T ), so they are definitely simple enough. As
for their potential modeling power, my cat who knows some physics says okay.

In short, time to start our study, with the following definition:

Definition 13.2. A matrix model for G ⊂ U+
N is a morphism of C∗-algebras

π : C(G)→MK(C(T ))

where K ≥ 1 is an integer, and T is a compact space.

As a first comment, focusing on such models might look a bit restrictive, but we will
soon discover that, with some know-how, we can do many things with such models. For
the moment, let us develop some general theory. The main question to be solved is that
of understanding the suitable faithfulness assumptions needed on π, as for the model to
“remind” the quantum group. As we will see, this is something quite tricky.
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The simplest situation is when π is faithful in the usual sense. Here π obviously
reminds G. However, this is something quite restrictive, because in this case the algebra
C(G) must be quite small, admitting an embedding as follows:

π : C(G) ⊂MK(C(T ))

Technically, this means that C(G) must be of type I, as an operator algebra, and
we will discuss this in a moment, with the comment that this is indeed something quite
restrictive. However, there are many interesting examples here, and all this is worth a
detailed look. First, we have the following result, providing us with basic examples:

Proposition 13.3. The following closed subgroups G ⊂ U+
N have faithful models:

(1) The compact Lie groups G ⊂ UN .
(2) The finite quantum groups G ⊂ U+

N .

In both cases, we can arrange for
∫
G
to be restriction of the random matrix trace.

Proof. These assertions are all elementary, the proofs being as follows:

(1) This is clear, because we can simply use here the identity map:

id : C(G)→M1(C(G))

(2) Here we can use the left regular representation λ : C(G) → M|G|(C). Indeed, let
us endow the linear space H = C(G) with the scalar product < a, b >=

∫
G
ab∗. We have

then a representation of ∗-algebras, as follows:

λ : C(G)→ B(H) , a→ [b→ ab]

Now since we have H ≃ C|G|, we can view λ as a matrix model map, as above.

(3) Finally, our claim is that we can choose our model as for the following formula to
hold, where

∫
T
is the integration with respect to a given probability measure on T :∫

G

=

(
tr ⊗

∫
T

)
π

But this is clear for the model in (1), by definition, and is clear as well for the model
in (2), by using the basic properties of the left regular representation. □

In the above result, the last assertion is quite interesting, and suggests formulating
the following definition, somewhat independently on the notion of faithfulness:

Definition 13.4. A matrix model π : C(G)→MK(C(T )) is called stationary when∫
G

=

(
tr ⊗

∫
T

)
π

where
∫
T
is the integration with respect to a given probability measure on T .
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Here the term “stationary” comes from a functional analytic interpretation of all this,
with a certain Cesàro limit needed to be stationary, and this will be explained later. Yet
another explanation comes from a certain relation with the lattice models, but this is
something rather folklore, not axiomatized yet. We will be back to this.

We will see in a moment that stationarity implies faithfulness, so that stationarity can
be regarded as being a useful, pragmatic version of faithfulness. But let us first discuss
the examples. Besides those in Proposition 13.3, we can look at group duals. So, consider
a discrete group Γ, and a model for the corresponding group algebra, as follows:

π : C∗(Γ)→MK(C(T ))

Since a representation of a group algebra must come from a unitary representation of
the group, such a matrix model must come from a representation as follows:

ρ : Γ→ C(T, UK)

With this identification made, we have the following result:

Proposition 13.5. An matrix model ρ : Γ ⊂ C(T, UK) is stationary when:∫
T

tr(gx)dx = 0,∀g ̸= 1

Moreover, the examples include all abelian groups, and all finite groups.

Proof. Consider indeed a group embedding ρ : Γ ⊂ C(T, UK), which produces by
linearity a matrix model, as follows:

π : C∗(Γ)→MK(C(T ))

It is enough to formulate the stationarity condition on the group elements g ∈ C∗(Γ).
Let us set ρ(g) = (x→ gx). With this notation, the stationarity condition reads:∫

T

tr(gx)dx = δg,1

Since this equality is trivially satisfied at g = 1, where by unitality of our representa-
tion we must have gx = 1 for any x ∈ T , we are led to the condition in the statement.
Regarding now the examples, these are both clear. More precisely:

(1) When Γ is abelian we can use the following trivial embedding:

Γ ⊂ C(Γ̂, U1) , g → [χ→ χ(g)]

(2) When Γ is finite we can use the left regular representation:

Γ ⊂ L(CΓ) , g → [h→ gh]

Indeed, in both cases, the stationarity condition is trivially satisfied. □
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In order to discuss now certain analytic aspects of the matrix models, let us go back
to the von Neumann algebras, discussed in chapter 1, and in chapter 3. We recall from
there that we have the following result, due to Murray-von Neumann and Connes:

Theorem 13.6. Given a von Neumann algebra A ⊂ B(H), if we write its center as

Z(A) = L∞(X)

then we have a decomposition as follows, with the fibers Ax having trivial center:

A =

∫
X

Ax dx

Moreover, the factors, Z(A) = C, can be basically classified in terms of the II1 factors,
which are those satisfying dimA =∞, and having a faithful trace tr : A→ C.

Proof. This is something which is clear in finite dimensions, and in the commutative
case too. In general, this is something heavy, the idea being as follows:

(1) The first assertion, regarding the decomposition into factors, is von Neumann’s
reduction theory main result, which is actually one of the heaviest results in fundamental
mathematics, and whose proof uses advanced functional analysis techniques.

(2) The classification of factors, due to Murray-von Neumann and Connes, is again
something heavy, the idea being that the II1 factors are the “building blocks”, with the
other factors basically appearing from them via crossed product type constructions. □

Back now to matrix models, as a first general result, which is something which is not
exactly trivial, and whose proof requires some functional analysis, we have:

Theorem 13.7. Assuming that a closed subgroup G ⊂ U+
N has a stationary model

π : C(G)→MK(C(T ))

it follows that G must be coamenable, and that the model is faithful. Moreover, π extends
into an embedding of von Neumann algebras, as follows,

L∞(G) ⊂MK(L
∞(T ))

which commutes with the canonical integration functionals.

Proof. Assume that we have a stationary model, as in the statement. By performing
the GNS construction with respect to

∫
G
, we obtain a factorization as follows, which

commutes with the respective canonical integration functionals:

π : C(G)→ C(G)red ⊂MK(C(T ))

Thus, in what regards the coamenability question, we can assume that π is faithful.
With this assumption made, we have an embedding as follows:

C(G) ⊂MK(C(T ))
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By performing the GNS construction we obtain a better embedding, as follows:

L∞(G) ⊂MK(L
∞(T ))

Now since the von Neumann algebra on the right is of type I, so must be its subalgebra
A = L∞(G). But this means that, when writing the center of this latter algebra as
Z(A) = L∞(X), the whole algebra decomposes over X, as an integral of type I factors:

L∞(G) =

∫
X

MKx(C) dx

In particular, we can see from this that C(G) ⊂ L∞(G) has a unique C∗-norm, and so
G is coamenable. Thus we have proved our first assertion, and the second assertion follows
as well, because our factorization of π consists of the identity, and of an inclusion. □

In relation with the above, we have the following well-known result of Thoma:

Theorem 13.8. For a discrete group Γ, the following are equivalent:

(1) C∗(Γ) is of type I, so that we have an embedding π : C∗(Γ) ⊂ MK(C(X)), with
X being a compact space.

(2) C∗(Γ) has a stationary model of type π : C∗(Γ) → MF (C(L)), with F being a
finite group, and L being a compact abelian group.

(3) Γ is virtually abelian, in the sense that we have an abelian subgroup Λ ◁ Γ such
that the quotient group F = Γ/Λ is finite.

(4) Γ has an abelian subgroup Λ ⊂ Γ whose index K = [Γ : Λ] is finite.

Proof. There are several proofs for this fact, the idea being as follows:

(1) =⇒ (4) This is the non-trivial implication, that we will not prove here. We refer
instead to the literature, either Thoma’s orignal paper, or books like those of Dixmier,
mixing advanced group theory and advanced operator algebra theory.

(4) =⇒ (3) We choose coset representatives gi ∈ Γ, and we set:

Λ′ =
⋂
i

giΓg
−1
i

Then Λ′ ⊂ Λ has finite index, and we have Λ′ ◁ Γ, as desired.

(3) =⇒ (2) This follows by using the theory of induced representations. We can

define a model π : C∗(Γ)→MF (C(Λ̂)) by setting:

π(g)(χ) = IndΓΛ(χ)(g)

Indeed, any character χ ∈ Λ̂ is a 1-dimensional representation of Λ, and we can
therefore consider the induced representation IndΓΛ(χ) of the group Γ. This representa-
tion is |F |-dimensional, and so maps the group elements g ∈ Γ into order |F | matrices
IndΓΛ(χ)(g). Thus the above map π is well-defined, and the fact that it is a representation
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is clear as well. In order to check now the stationarity property of this representation, we
can use the following well-known character formula, due to Frobenius:

Tr
(
IndΓΛ(χ)(g)

)
=
∑
x∈F

δx−1gx∈Λχ(x
−1gx)

By integrating with respect to χ ∈ Λ̂, we deduce from this that we have:(
Tr ⊗

∫
Λ̂

)
π(g) =

∑
x∈F

δx−1gx∈Λ

∫
Λ̂

χ(x−1gx)dχ

=
∑
x∈F

δx−1gx∈Λδg,1

= |F | · δg,1
Now by dividing by |F | we conclude that the model is stationary, as claimed.

(2) =⇒ (1) This is the trivial implication, with the faithfulness of π following from
the abstract functional analysis arguments from the proof of Theorem 13.7. □

We refer to [14], [21] and related papers for more on all this, including for some partial
extensions of Thoma’s theorem, to the case of the discrete quantum groups.

Getting back now to Definition 13.2, more generally, we can model in that way the
standard coordinates xi ∈ C(X) of various algebraic manifolds X ⊂ SN−1

C,+ . Indeed, these
manifolds generalize the compact matrix quantum groups, which appear as:

G ⊂ U+
N ⊂ SN

2−1
C,+

Thus, we have many other interesting examples of such manifolds, such as the ho-
mogeneous spaces discussed in chapter 8. However, at this level of generality, not much
general theory is available. It is elementary to show that, under the technical assumption
Xclass ̸= ∅, there exists a universal K ×K model for the algebra C(X), which factorizes
as follows, with X(K) ⊂ X being a certain algebraic submanifold:

πK : C(X)→ C(X(K)) ⊂MK(C(TK))

To be more precise, the universal K ×K model space TK appears by imposing to the
complex K × K matrices the relations defining X, and the algebra C(X(K)) is then by
definition the image of πK . In relation with this, we can set as well:

X(∞) =
⋃
K∈N

X(K)

We are led in this way to a filtration of X, as follows:

Xclass = X(1) ⊂ X(2) ⊂ X(3) ⊂ . . . . . . ⊂ X(∞) ⊂ X

It is possible to say a few non-trivial things about these manifolds X(K). In the
compact quantum group case, however, that we are mainly interested in here, the matrix
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truncations G(K) ⊂ G are generically not quantum subgroups at K ≥ 2, and so this
theory is a priori not very useful, at least in its basic form presented above.

13b. Inner faithfulness

Let us discuss now the general, non-coamenable case, with the aim of finding a weaker
notion of faithfulness, which still does the job, namely that of “reminding” the quantum

group. The idea comes by looking at the group duals G = Γ̂. Consider indeed a general
model for the associated group algebra, which can be written as follows:

π : C∗(Γ)→MK(C(T ))

The point is that such a representation of the group algebra must come by linearization
from a unitary group representation, as follows:

ρ : Γ→ C(T, UK)

Now observe that when this group representation ρ is faithful, the representation π
is in general not faithful, for instance because when T = {.} its target algebra is finite
dimensional. On the other hand, this representation “reminds” Γ, so can be used in order
to fully understand Γ. Thus, we have an idea here, basically saying that, for practical
purposes, the faithfuless property can be replaced with something much weaker.

This weaker notion, which will be of great interest for us, is called “inner faithfulness”.
The general theory here, from [9], starts with the following definition:

Definition 13.9. Let π : C(G)→MK(C(T )) be a matrix model.

(1) The Hopf image of π is the smallest quotient Hopf C∗-algebra C(G) → C(H)
producing a factorization as follows:

π : C(G)→ C(H)→MK(C(T ))

(2) When the inclusion H ⊂ G is an isomorphism, i.e. when there is no non-trivial
factorization as above, we say that π is inner faithful.

The above notions are quite tricky, and having them well understood will take us some

time. As a first example, motivated by the above discussion, in the case where G = Γ̂ is
a group dual, π must come from a group representation, as follows:

ρ : Γ→ C(T, UK)

Thus the minimal factorization in (1) is obtained by taking the image:

ρ : Γ→ Λ ⊂ C(T, UK)

Thus, as a conclusion, in this case π is inner faithful precisely when we have:

Γ ⊂ C(T, UK)
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Dually now, given a compact Lie group G, and elements g1, . . . , gK ∈ G, we have a
diagonal representation π : C(G)→MK(C), appearing as follows:

f →

f(g1) . . .
f(gK)


The minimal factorization of this representation π, as in Definition 13.9 (1), is then

via the algebra C(H), with H being the following closed subgroup of G:

H = < g1, . . . , gK >

Thus, as a conclusion, π is inner faithful precisely when we have:

G = H

There are many other examples of inner faithful representations, which are however
substantially more technically advanced, and we will discuss them later.

Back to general theory now, in the framework of Definition 13.9, the existence and
uniqueness of the Hopf image come by dividing C(G) by a suitable ideal, with this being
something standard. Alternatively, in Tannakian terms, as explained in [9], we have:

Theorem 13.10. Assuming G ⊂ U+
N , with fundamental corepresentation u = (uij),

the Hopf image of a model π : C(G)→MK(C(T )) comes from the Tannakian category

Ckl = Hom(U⊗k, U⊗l)

where Uij = π(uij), and where the spaces on the right are taken in a formal sense.

Proof. Since the morphisms increase the intertwining spaces, when defined either in
a representation theory sense, or just formally, we have inclusions as follows:

Hom(u⊗k, u⊗l) ⊂ Hom(U⊗k, U⊗l)

More generally, we have such inclusions when replacing (G, u) with any pair producing
a factorization of π. Thus, by Tannakian duality, the Hopf image must be given by the
fact that the intertwining spaces must be the biggest, subject to the above inclusions. On
the other hand, since u is biunitary, so is U , and it follows that the spaces on the right
form a Tannakian category. Thus, we have a quantum group (H, v) given by:

Hom(v⊗k, v⊗l) = Hom(U⊗k, U⊗l)

By the above discussion, C(H) follows to be the Hopf image of π, as claimed. □

Regarding now the study of the inner faithful models, a key problem is that of com-
puting the Haar integration functional. The result here, from [97], is as follows:
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Theorem 13.11. Given an inner faithful model π : C(G)→MK(C(T )), we have∫
G

= lim
k→∞

1

k

k∑
r=1

∫ r

G

with the truncations of the integration on the right being given by∫ r

G

= (φ ◦ π)∗r

with ϕ ∗ ψ = (ϕ⊗ ψ)∆, and with φ = tr ⊗
∫
T
being the random matrix trace.

Proof. This is something quite tricky, the idea being as follows:

(1) As a first observation, there is an obvious similarity here with the Woronowicz
construction of the Haar measure, explained in chapter 1. In fact, the above result holds
more generally for any model π : C(G)→ B, with φ ∈ B∗ being a faithful trace.

(2) In order to prove now the result, we can proceed as in chapter 1. If we denote by∫ ′
G
the limit in the statement, we must prove that this limit converges, and that:∫ ′

G

=

∫
G

It is enough to check this on the coefficients of the Peter-Weyl corepresentations, and
if we let v = u⊗k be one of these corepresentations, we must prove that we have:(

id⊗
∫ ′

G

)
v =

(
id⊗

∫
G

)
v

(3) In order to prove this, we already know, from the Haar measure theory from
chapter 1, that the matrix on the right is the orthogonal projection onto Fix(v):(

id⊗
∫
G

)
v = Proj

[
Fix(v)

]
Regarding now the matrix on the left, the trick in [98] applied to the linear form φπ

tells us that this is the orthogonal projection onto the 1-eigenspace of (id⊗ φπ)v:(
id⊗

∫ ′

G

)
v = Proj

[
1 ∈ (id⊗ φπ)v

]
(4) Now observe that, if we set Vij = π(vij), we have the following formula:

(id⊗ φπ)v = (id⊗ φ)V
Thus, we can apply the trick in [98], and we conclude that the 1-eigenspace that we

are interested in equals Fix(V ). But, according to Theorem 13.10, we have:

Fix(V ) = Fix(v)

Thus, we have proved that we have
∫ ′
G
=
∫
G
, as desired. □
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In practice, Theorem 13.11 is something quite powerful. As an illustration, regarding
the law of the main character, we obtain here the following result:

Proposition 13.12. Assume that π : C(G)→MK(C(T )) is inner faithful, let

µ = law(χ)

and let µr be the law of χ with respect to
∫ r
G
= (φ ◦ π)∗r, where φ = tr ⊗

∫
T
.

(1) We have the following convergence formula, in moments:

µ = lim
k→∞

1

k

k∑
r=0

µr

(2) The moments of µr are the numbers crε = Tr(T rε ), where:

(Tε)i1...ip,j1...jp =

(
tr ⊗

∫
T

)
(U ε1

i1j1
. . . U

εp
ipjp

)

Proof. These formulae are both elementary, by using the convergence result estab-
lished in Theorem 13.11, the proof being as follows:

(1) This follows from the limiting formula in Theorem 13.11, by applying the linear
forms there to the main character χ.

(2) This follows from the definitions of the measure µr and of the matrix Te, by
summing the entries of Te over equal indices, ir = jr. □

Interestingly, the above results regarding inner faithfulness have applications as well
to the notion of stationarity introduced before, clarifying among others the use of the
word “stationary”. To be more precise, in order to detect the stationary models, we have
the following useful criterion, mixing linear algebra and analysis, from [9]:

Theorem 13.13. For a model π : C(G)→MK(C(T )), the following are equivalent:

(1) Im(π) is a Hopf algebra, and the Haar integration on it is:

ψ =

(
tr ⊗

∫
T

)
π

(2) The linear form ψ = (tr ⊗
∫
T
)π satisfies the idempotent state property:

ψ ∗ ψ = ψ

(3) We have T 2
e = Te, ∀p ∈ N, ∀e ∈ {1, ∗}p, where:

(Te)i1...ip,j1...jp =

(
tr ⊗

∫
T

)
(U e1

i1j1
. . . U

ep
ipjp

)

If these conditions are satisfied, we say that π is stationary on its image.
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Proof. Given a matrix model π : C(G) → MK(C(T )) as in the statement, we can
factorize it via its Hopf image, as in Definition 13.9:

π : C(G)→ C(H)→MK(C(T ))

Now observe that (1,2,3) above depend only on the factorized representation:

ν : C(H)→MK(C(T ))

Thus, we can assume in practice that we have G = H, which means that we can
assume that π is inner faithful. With this assumption made, the formula in Theorem
13.11 applies to our situation, and the proof of the equivalences goes as follows:

(1) =⇒ (2) This is clear from definitions, because the Haar integration on any
compact quantum group satisfies the idempotent state equation:

ψ ∗ ψ = ψ

(2) =⇒ (1) Assuming ψ ∗ψ = ψ, we have ψ∗r = ψ for any r ∈ N, and Theorem 13.11
gives

∫
G
= ψ. By using now Theorem 13.7, we obtain the result.

In order to establish now (2)⇐⇒ (3), we use the following elementary formula, which
comes from the definition of the convolution operation:

ψ∗r(ue1i1j1 . . . u
ep
ipjp

) = (T re )i1...ip,j1...jp

(2) =⇒ (3) Assuming ψ ∗ ψ = ψ, by using the above formula at r = 1, 2 we obtain
that the matrices Te and T

2
e have the same coefficients, and so they are equal.

(3) =⇒ (2) Assuming T 2
e = Te, by using the above formula at r = 1, 2 we obtain that

the linear forms ψ and ψ ∗ ψ coincide on any product of coefficients ue1i1j1 . . . u
ep
ipjp

. Now

since these coefficients span a dense subalgebra of C(G), this gives the result. □

13c. Half-liberation

As a first illustration, we can apply the above criterion to certain models for O∗
N , U

∗
N .

We first have the following result, coming from the work in [9], [20], [33]:

Proposition 13.14. We have a matrix model as follows,

C(O∗
N)→M2(C(UN)) , uij →

(
0 vij
v̄ij 0

)
where v is the fundamental corepresentation of C(UN), as well as a model as follows,

C(U∗
N)→M2(C(UN × UN)) , uij →

(
0 vij
wij 0

)
where v, w are the fundamental corepresentations of the two copies of C(UN).
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Proof. It is routine to check that the matrices on the right are indeed biunitaries,
and since the first matrix is also self-adjoint, we obtain in this way models as follows:

C(O+
N)→M2(C(UN)) , C(U+

N )→M2(C(UN × UN))

Regarding now the half-commutation relations, this comes from something general,
regarding the antidiagonal 2× 2 matrices. Consider indeed matrices as follows:

Xi =

(
0 xi
yi 0

)
We have then the following computation:

XiXjXk =

(
0 xi
yi 0

)(
0 xj
yj 0

)(
0 xk
yk 0

)
=

(
0 xiyjxk

yixjyk 0

)
Since this quantity is symmetric in i, k, we obtain from this:

XiXjXk = XkXjXi

Thus, the antidiagonal 2×2 matrices half-commute, and we conclude that our models
for C(O+

N) and C(U
+
N ) constructed above factorize as in the statement. □

We can now formulate our first concrete modeling theorem, as follows:

Theorem 13.15. The above antidiagonal models, namely

C(O∗
N)→M2(C(UN)) , C(U∗

N)→M2(C(UN × UN))

are both stationary, and in particular they are faithful.

Proof. Let us first discuss the case of O∗
N . We will use Theorem 13.13 (3). Since the

fundamental representation is self-adjoint, the various matrices Te with e ∈ {1, ∗}p are all
equal. We denote this common matrix by Tp. We have, by definition:

(Tp)i1...ip,j1...jp =

(
tr ⊗

∫
H

)[(
0 vi1j1
v̄i1j1 0

)
. . . . . .

(
0 vipjp

v̄ipjp 0

)]
Since when multipliying an odd number of antidiagonal matrices we obtain an atidi-

agonal matrix, we have Tp = 0 for p odd. Also, when p is even, we have:

(Tp)i1...ip,j1...jp =

(
tr ⊗

∫
H

)(
vi1j1 . . . v̄ipjp 0

0 v̄i1j1 . . . vipjp

)
=

1

2

(∫
H

vi1j1 . . . v̄ipjp +

∫
H

v̄i1j1 . . . vipjp

)
=

∫
H

Re(vi1j1 . . . v̄ipjp)
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We have T 2
p = Tp = 0 when p is odd, so we are left with proving that for p even we

have T 2
p = Tp. For this purpose, we use the following formula:

Re(x)Re(y) =
1

2
(Re(xy) +Re(xȳ))

By using this identity for each of the terms which appear in the product, and multi-
index notations in order to simplify the writing, we obtain:

(T 2
p )ij =

∑
k1...kp

(Tp)i1...ip,k1...kp(Tp)k1...kp,j1...jp

=

∫
H

∫
H

∑
k1...kp

Re(vi1k1 . . . v̄ipkp)Re(wk1j1 . . . w̄kpjp)dvdw

=
1

2

∫
H

∫
H

∑
k1...kp

Re(vi1k1wk1j1 . . . v̄ipkpw̄kpjp) +Re(vi1k1w̄k1j1 . . . v̄ipkpwkpjp)dvdw

=
1

2

∫
H

∫
H

Re((vw)i1j1 . . . (v̄w̄)ipjp) +Re((vw̄)i1j1 . . . (v̄w)ipjp)dvdw

Now since vw ∈ H is uniformly distributed when v, w ∈ H are uniformly distributed,
the quantity on the left integrates up to (Tp)ij. Also, since H is conjugation-stable, w̄ ∈ H
is uniformly distributed when w ∈ H is uniformly distributed, so the quantity on the right
integrates up to the same quantity, namely (Tp)ij. Thus, we have:

(T 2
p )ij =

1

2

(
(Tp)ij + (Tp)ij

)
= (Tp)ij

Summarizing, we have obtained that for any p, we have T 2
p = Tp. Thus Theorem

13.13 applies, and shows that our model is stationary, as claimed. As for the proof of the
stationarity for the model for U∗

N , this is similar. See [22]. □

As a second illustration, regarding H∗
N , K

∗
N , we have:

Theorem 13.16. We have a stationary matrix model as follows,

C(H∗
N)→M2(C(KN)) , uij →

(
0 vij
v̄ij 0

)
where v is the fundamental corepresentation of C(KN), as well as a stationary model

C(K∗
N)→M2(C(KN ×KN)) , uij →

(
0 vij
wij 0

)
where v, w are the fundamental corepresentations of the two copies of C(KN).

Proof. This follows by adapting the proof of Proposition 13.14 and Theorem 13.15,
by adding there the H+

N , K
+
N relations. All this is in fact part of a more general phenom-

enon, concerning half-liberation in general, and we refer here to [9], [33]. □
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As a consequence of this, we can now work out the discrete group case:

Proposition 13.17. Any reflection group Γ =< g1, . . . , gN > which is half-abelian,
in the sense that its standard generators half-commute,

gigjgk = gkgjgi

has an algebraic stationary model, with K = 2.

Proof. This follows from Theorem 13.15. To be more precise, in the non-abelian

case, the results in [33] show that Γ̂ ⊂ O∗
N must come from a group dual Λ̂ ⊂ UN , via the

construction there, and with Λ =< h1, . . . , hN >, the corresponding model is:

Γ ⊂ C(Λ̂, U2) , gi →
[
χ→

(
0 χ(hi)

χ̄(hi) 0

)]
As for the abelian case, the result here follows from Proposition 13.5. □

More generally now, we have the following result, from [14]:

Proposition 13.18. If L is a compact group, having a N-dimensional unitary corep-
resentation v, and an order K automorphism σ : L→ L, we have a matrix model

π : C(U∗
N)→MK(C(L)) , uij → τ [v

(1)
ij , . . . , v

(K)
ij ]

where v(i)(g) = v(σi(g)), and where τ [x1, . . . , xK ] is obtained by filling the standard K-
cycle τ ∈MK(0, 1) with the elements x1, . . . , xK. We call such models “cyclic”.

Proof. The matrices Uij = τ [v
(1)
ij , . . . , v

(K)
ij ] in the statement appear by definition as

follows, with the convention that all the blank spaces denote 0 entries:

Uij =


v
(1)
ij

v
(2)
ij

. . .

v
(K)
ij


The matrix U = (Uij) is then unitary, and so is Ū = (U∗

ij). Thus, if we denote by

w = (wij) the fundamental corepresentation of C(U+
N ), we have a model as follows:

ρ : C(U+
N )→MK(C(L)) , wij → Uij

Now observe that the matrices UijU
∗
kl, U

∗
ijUkl are all diagonal, so in particular, they

commute. Thus the above morphism ρ factorizes through C(U∗
N), as claimed. □

In relation with the above models, we have the following result, also from [14]:
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Theorem 13.19. Any cyclic model in the above sense,

π : C(U∗
N)→MK(C(L))

is stationary on its image, with the corresponding closed subgroup [L] ⊂ U∗
N , given by

Im(π) = C([L])

being the quotient L⋊ ZK → [L] having as coordinates the variables uij = vij ⊗ τ .

Proof. Assuming that (L, σ) are as in Proposition 13.18, we have an action ZK ↷ L,
and we can therefore consider the following short exact sequence:

1→ ZK → L⋊ ZK → L→ 1

By performing a Thoma type construction we obtain a model as follows, where x(i) =
σ̃i(x), with σ̃ : C(L)→ C(L) being the automorphism induced by σ : L→ L:

ρ : C(L⋊ ZK) ⊂MK(C(L)) , x⊗ τ i → τ i[x(1), . . . , x(K)]

Consider now the quotient quantum group L ⋊ ZK → [L] having as coordinates the
variables uij = vij ⊗ τ . We have then a injective morphism, as follows:

ν : C([L]) ⊂ C(L⋊ ZK) , uij → vij ⊗ τ

By composing the above two embeddings, we obtain an embedding as follows:

ρν : C([L]) ⊂MK(C(L)) , uij → τ [v
(1)
ij , . . . , v

(K)
ij ]

Now since ρ is stationary, and since ν commutes with the Haar funtionals as well, it
follows that this morphism ρν is stationary, and this finishes the proof. □

As an illustration, we can now recover the following result, from [33]:

Proposition 13.20. For any non-classical G ⊂ O∗
N we have a stationary model

π : C(G)→M2(C(L)) , uij =

(
0 vij
v̄ij 0

)
where L ⊂ UN , with coordinates denoted vij, is the lift of PG ⊂ PO∗

N = PUN .

Proof. Assume first that L ⊂ UN is self-conjugate, in the sense that g ∈ L =⇒ ḡ ∈
L. If we consider the order 2 automorphism of C(L) induced by gij → ḡij, we can apply
Theorem 13.19, and we obtain a stationary model, as follows:

π : C([L]) ⊂M2(C(L)) , uij ⊗ 1 =

(
0 vij
v̄ij 0

)
The point now is that, as explained in [33], any non-classical subgroup G ⊂ O∗

N must
appear as G = [L], for a certain self-conjugate subgroup L ⊂ UN . Moreover, since we
have PG = P [L], it follows that L ⊂ UN is the lift of PG ⊂ PO∗

N = PUN , as claimed. □
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In the unitary case now, and with the matrix size K ∈ N being arbitrary, we recall
from [9], [72] and related papers that U∗

N has a certain “arithmetic version” U∗
N,K ⊂ U∗

N ,
obtained by imposing some natural length 2K relations on the standard coordinates. As
basic examples, at K = 1 we have U∗

N,1 = UN , the defining relations being ab = ba with
a, b ∈ {uij, u∗ij}, and at K = 2 we have U∗

N,2 = U∗∗
N , with the latter quantum group

appearing via the relations ab · cd = cd · ab, for any a, b, c, d ∈ {uij, u∗ij}.

With this convention, we have the following result, also from [14]:

Theorem 13.21. For any subgroup G ⊂ U∗
N,K which is K-symmetric, in the sense

that uij → e2πi/Kuij defines an automorphism of C(G), we have a stationary model

π : C(G)→MK(C(L)) , uij → τ [v
(1)
ij , . . . , v

(K)
ij ]

with L ⊂ UK
N being a closed subgroup which is symmetric, in the sense that it is stable

under the cyclic action ZK ↷ UK
N .

Proof. This follows from what we have, as follows:

(1) Assuming that L ⊂ UK
N is symmetric in the above sense, we have representations

v(i) : L ⊂ UK
N → U

(i)
N for any i, and the cyclic action ZK ↷ UK

N restricts into an order K
automorphism σ : L → L. Thus we can apply Theorem 13.19, and we obtain a certain
closed subgroup [L] ⊂ U∗

N,K , having a stationary model as in the statement.

(2) Conversely now, assuming that G ⊂ U∗
N,K is K-symmetric, the main result in [9]

applies, and shows that we must have C(G) ⊂ C(L)⋊ ZK , for a certain closed subgroup
L ⊂ UK

N which is symmetric. But this shows that we have G = [L], and we are done. □

We refer to [9], [14], [33], [72] for more on the above.

13d. Group duals

Let us discuss now the group dual case, where we have a closed subgroup Γ̂ ⊂ S+
N ,

with Γ being a discrete group. Following [14], [21], we use the following construction:

Proposition 13.22. The following happen:

(1) Given integers K1, . . . , KM satisfying K1+. . .+KM = N , the dual of any quotient

group ZK1 ∗ . . . ∗ ZKM
→ Γ appears as a closed subgroup Γ̂ ⊂ S+

N .
(2) By refining if necessary the partition N = K1 + . . .+KM , we can always assume

that the M morphisms ZKi
→ Γ are all injective.

(3) Assuming that the partition N = K1+ . . .+KM is refined, as above, this partition

is precisely the one describing the orbit structure of Γ̂ ⊂ S+
N .



13D. GROUP DUALS 315

Proof. The idea for (1) is that we have embeddings ẐKi
≃ ZKi

⊂ SKi
⊂ S+

Ki
, and

by performing a free product construction, we obtain an embedding as follows:

Γ̂ ⊂ ̂ZK1 ∗ . . . ∗ ZKM
⊂ S+

N

To be more precise, the magic unitary that we get is as follows, where Fi =
1√
Ki
(wabi )ab

with wi = e2πi/Ki , and Vi = (gai )a, with gi being the standard generator of ZKi
:

u = diag(ui) , ui =
1√
Ki


(FiVi)0 . . . (FiVi)Ki−1

(FiVi)Ki−1 . . . (FiVi)Ki−2
...

...
...

(FiVi)1 . . . (FiVi)0


Regarding (2,3), the idea here is that the orbit structure of any Γ̂ ⊂ S+

N produces a
partition N = K1 + . . .+KM , and then a quotient map ZK1 ∗ . . . ∗ ZKM

→ Γ. □

Following the material from chapter 10, we will be mainly interested in what follows
in the quasi-transitive case. Let us start with the following definition:

Definition 13.23. Given a subgroup G ⊂ S+
N , a random matrix model of type

π : C(G)→MK(C(T ))

is called quasi-flat when the fibers P x
ij = π(uij)(x) all have rank ≤ 1.

We will explore more in detail this notion in chapter 11. Now with this convention
made, and getting back to the group duals, we have the following result, from [14]:

Proposition 13.24. The quasi-transitive group duals Γ̂ ⊂ S+
N , with orbits having K

elements, appearing as above, have the following properties:

(1) These come from the quotients Z∗M
K → Γ, having the property that the corre-

sponding M morphisms Z(i)
K ⊂ Z∗M

K → Γ are all injective.
(2) For such a quotient, a matrix model π : C∗(Γ)→MK(C) is quasi-flat if and only

if it is stationary on each subalgebra C∗(Z(i)
K ) ⊂ C∗(Γ).

Proof. The first assertion follows from Proposition 13.23. Regarding the second
assertion, consider a matrix model π : C∗(Γ) → MK(C), mapping gi → Ui, where gi is

the standard generator of Z(i)
K . With notations from the proof of Proposition 13.23, the

images of the nonzero standard coordinates on Γ̂ ⊂ S+
N are mapped as follows:

π :
1√
K

(FVi)c →
1√
K

(FWi)c

Here Vi = (gai )a, Wi = (Ua
i )a, and F = 1√

K
(wab)ab with w = e2πi/K . With this formula

in hand, the flatness condition on π simply states that we must have:

Tr((FWi)c) =
√
K , ∀i, ∀c
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In terms of the trace vectors Ti = (Tr(Ua
i ))a this condition becomes FTi =

√
Kξ,

where ξ ∈ CK is the all-one vector. Thus we must have Ti =
√
KF ∗ξ, which reads:

Tr(1)
Tr(Ui)

...
Tr(UK−1

i )

 =
√
KF ∗


1
1
...
1

 =


K
0
...
0

 , ∀i

In other words, we have reached to the conclusion that π is flat precisely when its

restrictions to each subalgebra C∗(Z(i)
K ) ⊂ C∗(Γ) are stationary, as claimed. □

We would like to end our study with a purely group-theoretical formulation of these
results, and of some related questions, that we believe of interest. Let us start with:

Definition 13.25. A discrete group Γ is called uniform when:

(1) Γ is finitely generated, Γ =< g1, . . . , gM >.
(2) The generators g1, . . . , gM have common order K <∞.
(3) Γ appears as an intermediate quotient Z∗M

K → Γ→ ZMK .
(4) We have an action SM ↷ Γ, given by σ(gi) = gσ(i).

Here the conditions (1-3) basically come from [31], via Proposition 13.24 (1), and
together with some extra considerations from [21], which prevent us from using groups
of type Γ = (ZK ∗ ZK)× ZK , we are led to the condition (4) as well.

Observe that some of the above conditions are technically redundant, with (4) implying
that the generators g1, . . . , gM have common order, as stated in (2), and also with (3)
implying that the group is finitely generated, with the generators having finite order. We
have as well the following notion, which is once again group-theoretical:

Definition 13.26. If a discrete group Γ is uniform, as above, a unitary representation
ρ : Γ→ UK is called quasi-flat when the eigenvalues of each

Ui = ρ(gi) ∈ UK

are uniformly distributed.

To be more precise, assuming that Γ =< g1, . . . , gM > with ord(gi) = K is as in
Definition 13.25, any unitary representation ρ : Γ → UK is uniquely determined by the
images Ui = ρ(gi) ∈ UK of the standard generators. Now since each of these unitaries
satisfies UK

i = 1, its eigenvalues must be among the K-th roots of unity, and our quasi-
flatness assumption states that each eigenvalue must appear with multiplicity 1.

With these notions in hand, we have the following result:
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Theorem 13.27. If Γ =< g1, . . . , gM > is uniform, with ord(gi) = K, a model

π : C∗(Γ)→MK(C(X))

is quasi-flat precisely when the associated unitary representation

ρ : Γ→ C(X,UK)

has quasi-flat fibers, in the sense of Definition 13.26.

Proof. According to Proposition 13.24 (2), the model is quasi-flat precisely when
the following compositions are all stationary:

πi : C
∗(Z(i)

K ) ⊂ C∗(Γ)→MK(C(X))

On the other hand, as already observed in the proof of Proposition 13.24, a matrix
model ρ : C∗(ZK)→MK(C(X)) is stationary precisely when the unitary U = ρ(g), where
g is the standard generator of ZK , satisfies the following condition:

tr(1)
tr(U)

...
tr(UK−1)

 =


1
0
...
0


Thus, such a model is stationary precisely when the eigenvalues of U are uniformly

distributed, over the K-th roots of unity. We conclude that π is quasi-flat precisely when
the eigenvalues of each Ui = ρ(gi) are uniformly distributed, as in Definition 13.26. □

We are interested now in the matrix models for the discrete group algebras, which are
stationary. We use a lift of the quasi-flat models, in the following sense:

Proposition 13.28. The affine lift of the universal quasi-flat model for C∗(Z∗M
K ),

π : C∗(Z∗M
K )→MK(C(U

M
K ))

is given on the canonical generator gi of the i-th factor by

π(gi)(U
1, . . . , UM) =

∑
j

wjPU i
j

where U i
j is the j-th column of U i and Pξ denotes the orthogonal projection onto Cξ.

Proof. There is indeed a canonical quotient map UK → EK , obtained by parametriz-
ing the orthonormal bases of CK by the unitary group UK , and this gives the result. □

We know that the maximal group dual subgroups Γ̂ ⊂ S+
N are the free products of

type ZK1 ∗ . . . ∗ ZKM
with K1 + . . . + KM = N . In the quasi-transitive case, where by

definition K1 = . . . = KM = K with K|N , we have the following result, from [21]:
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Theorem 13.29. The universal quasi-flat model for the group

Γ = Z∗M
K

is inner faithful.

Proof. It is enough to prove that the affine lift of the universal model in the statement
is inner faithful. For this purpose, let us consider a reduced word γ ∈ Z∗M

K , and write it
as follows, with indices it ̸= it+1, and with exponents 1 ≤ kt ≤ K − 1:

γ = gk1i1 . . . g
kn
in

With this convention, we have then the following computation:

π(γ)(U1, . . . , UM) =
K∑

j1...jn=1

wk1j1P
U

i1
j1

. . . wknjnPU in
jn

=
K∑

j1...jn=1

w<k,j>P
U

i1
j1

. . . PU in
jn

Our aim is to prove that there is at least one sequence (U1, . . . , UM) for which the
above matrix is not the identity. For this purpose, we use the following formula:

Pξ1 . . . Pξl(x) =< x, ξl >< ξl, ξl−1 > . . . . . . < ξ2, ξ1 > ξ1

To compute the trace of this operator, we can consider any orthonormal basis contain-
ing ξl, yielding < ξ1, ξl >< ξl, ξl−1 > . . . . . . < ξ2, ξ1 >. Applying this to π(γ) and using
the equality < Ui, Vj >=

∑
l UkiV̄kj = (V ∗U)ji, we get:

tr ◦ π(γ) =
1

K

K∑
j1...jn=1

w<k,j> < U i1
j1
, U in

jn
>< U in

jn
, U

in−1

jn−1
> . . . < U i2

j2
, U i1

j1
>

=
1

K

K∑
j1...jn=1

w<k,j>(U in∗U i1)jnj1(U
in−1∗U in)jn−1jn . . . (U

i1∗U i2)j1j2

Denoting by W the diagonal matrix given by Wij = δijw
i, we have:∑

j1

wk1j1Ujnj1U
∗
j1j2

=
∑
j1l

Ujnj1W
k1
j1l
U∗
lj2

= (UW k1U∗)jnj2

Applying this n times in the above formula for tr ◦ π(γ) yields:

tr ◦ π(γ) = tr
(
U in∗U i1W k1U i1∗U i2W k2 . . .W kn−1U in−1∗U inW kn

)
= tr

(
U i1W k1U i1∗ . . . U inW knU in∗

)
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Assume now that π(γ)(U1, . . . , UM) = Id for all sequences of unitary matrices. The
trace of a unitary matrix can only be equal to 1 if it is the identity, hence:

n∏
p=1

U ipW kpU ip∗ = Id

In other words, the following noncommutative polynomial vanishes on UM
K :

P =
n∏
p=1

X ipW kpX ip∗ − 1

But this is clearly impossible if kt ̸= 0(K) for all t, hence π(γ) is not always the
identity, and so our representation π is inner faithful, as desired. □

More generally now, we have the following result, also from [21]:

Theorem 13.30. The universal quasi-flat model for the group

Γ = ZM1
K ∗ . . . ∗ Z

Mn
K

is inner faithful.

Proof. We can consider the space UK×SMK as the affine lift of our model. If g1, . . . , gM
are the canonical generators of the direct product, their action is then given by:

π(gi)(U, σ1, . . . , σM) =
K∑
j=1

wjPU
σ−1
i

(j)
=

K∑
j=1

wσi(j)PUj

This gives the following formula for a general element:

π(gk11 . . . gkMM )(U, σ1, . . . , σM) =
K∑
j=1

wk1σ1(j)+...+kMσM (j)PUj

Let g1(i), . . . , gMi
(i) be the generators of ZMi

K , and let consider a reduced word:

γ =
(
g1(i1)

k1(1) . . . gMi1
(i1)

kMi1
(1)
)
. . .
(
g1(in)

k1(n) . . . gMin
(in)

kMin
(n)
)

The computation of tr ◦π(γ) is then similar to the one in the proof of Theorem 13.29,

until the introduction of the matrices W . Here we have to replace W kt by
∏Mt

s=1W
ks(t)
σt
s

,

where (U t, σt1, . . . , σ
t
Mt

)1≤t≤n is the element to which we are applying π(γ), and:

(Wσ)ij = δijw
σ(i)

Assuming that π(γ) = 1, we can apply the same strategy as before. Indeed, we have a
polynomial which must vanish on all sequences of unitary matrices, and this is impossible
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unless all the matrices appearing in the polynomial are the identity. Thus, we have:
Mt∏
s=1

W
ks(t)
σt
s

= Id , ∀t

But this condition translates into the following condition:
Mt∏
s=1

wσ
t
s(i)ks(t) = 1

We can sum the above equation over all permutations, and we obtain:

1

(K!)M

∑
σ1,...,σMi

∈SK

wk1(t)σ1(i)+...+kMt (t)σMt (i) =
1

(K!)M

Mt∏
s=1

( ∑
σs∈SK

wks(t)σs(i)

)
For any i′, there are (K − 1)! permutations σ such that σs(i) = i′. This leads to:∑

σs∈SK

wks(t)σs(i) =
K∑
i′=1

(K − 1)!wks(t)i
′
= K!δks(t),0

Now by putting everything together, we obtain the following formula:
Mi∏
s=1

δks(t),0 = 1

Thus ks(t) = 0 for all t and all s, which is a contradiction, as desired. □

13e. Exercises

The matrix modeling problematics is something quite exciting, and we have several
exercises here. In relation with the notion of stationarity, we have:

Exercise 13.31. Work out the details for the fact that the stationarity of a model

π : C(G)→MK(C(T ))

implies its faithfulness.

This is something that we already discussed in the above, but with some standard
functional analysis details missing. The problem is that of working out these details.

Exercise 13.32. Find an example of an inner faithful model

π : C(G)→MK(C(T ))

which is not faithful, not coming from a classical group, or a group dual.

This is something quite tricky, and it is of course possible to cheat a bit here, by using
product operations. The exercise asks for a high-quality counterexample.



CHAPTER 14

Flat models

14a. Quasi-flatness

We have seen in the previous chapter how to use matrix model technology for the
closed subgroups G ⊂ U+

N , and we discussed some basic examples of models as well. In
this chapter we restrict the attention to the quantum permutation groups, G ⊂ S+

N , and
we further develop the general theory that we have, for such quantum groups.

According to our general matrix model philosophy, we must look for concrete realiza-
tions of the standard coordinates uij ∈ C(G). In the quantum permutation group case,
G ⊂ S+

N , these standard coordinates are projections, so a natural idea is that of looking
at the rank of these projections, in the model. We are led to the following notion:

Definition 14.1. Given a subgroup G ⊂ S+
N , a random matrix model of type

π : C(G)→MK(C(T ))

is called flat when the fibers P x
ij = π(uij)(x) all have rank 1.

We will see in what follows that there are many interesting examples of such models.
Observe however, as an obstruction, that in order for such a model to exist, the subgroup
G ⊂ S+

N must be transitive, due to the following trivial fact:

Pij ̸= 0 =⇒ uij ̸= 0

In order to include as well non-transitive subgroups G ⊂ S+
N in our discussion, as for

instance certain group duals Γ̂ ⊂ S+
N , it is convenient to enlarge our formalism, and we

have here the following notion, that we already met in chapter 13:

Definition 14.2. Given a subgroup G ⊂ S+
N , a random matrix model of type

π : C(G)→MK(C(T ))

is called quasi-flat when the fibers P x
ij = π(uij)(x) all have rank ≤ 1.

As a first observation, the functions x→ rxij = rank(P x
ij) are locally constant over T ,

so they are constant over the connected components of T . Thus, when T is connected, our
assumption is that we have rxij = rij ∈ {0, 1}, for any x ∈ T , and any i, j. Observe also
that when K = N these questions disappear, because in this case we must have rxij = 1
for any i, j and any x ∈ t, and the model is flat. As a first result now, we have:

321
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Proposition 14.3. Assume that we have a quasi-flat matrix model,

π : C(G)→MK(C(T )) , uij → Pij

and consider the matrix rij = rank(Pij). The following happen:

(1) r is bistochastic, with row and column sums K.
(2) rij ≤ εij, where ε ∈MN(0, 1) is given by εij = δuij ,0.
(3) If G is quasi-transitive, with orbits of size K, then r = ε.
(4) If π is assumed to be flat, G must be transitive.

Proof. These results are all elementary, the proofs being as follows:

(1) This is clear from the fact that each P x = (P x
ij) is bistochastic, with sums 1.

(2) This simply comes from uij = 0 =⇒ Pij = 0.

(3) The matrices r = (rij) and ε = (εij) are both bistochastic, with sums K, and they
satisfy rij ≤ εij, for any i, j. Thus, these matrices must be equal, as stated.

(4) This is clear, because rank(Pij) = 1 implies uij ̸= 0, for any i, j. □

It is convenient to identify the rank one projections in MN(C) with the elements of
the complex projective space PN−1

C . We have then the following result, from [22]:

Proposition 14.4. The algebra C(S+
N) has a universal flat model, given by

πN : C(S+
N)→MN(C(TN)) , πN(uij) = [P → Pij]

where TN is the set of matrices P ∈MN(P
N−1
C ) which are bistochastic with sums 1.

Proof. This is clear from definitions, because any flat model C(S+
N)→MN(C) must

map the magic corepresentation u = (uij) into a matrix P = (Pij) belonging to TN . □

We will be back to the above universal models later. Regarding now the general
quasi-transitive case, we have here the following result, from [21]:

Theorem 14.5. Given a quasi-transitive subgroup G ⊂ S+
N , with orbits of size K, we

have a universal quasi-flat model π : C(G)→MK(C(T )), constructed as follows:

(1) For G = S+
K ∗̂ . . . ∗̂S

+
K︸ ︷︷ ︸

M terms

with N = KM , the model space is TN,K = TK × . . .× TK︸ ︷︷ ︸
M terms

,

and with u = diag(u1, . . . , uM) the modelling map is:

πN,K(u
r
ij) = [(P 1, . . . , PM)→ P r

ij]

(2) In general, the model space is the submanifold TG ⊂ TN,K obtained via the Tan-
nakian relations defining G.
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Proof. The idea is to use Proposition 14.3 and Proposition 14.4, as follows:

(1) This follows from Proposition 14.4, by using Proposition 14.3 (3), which tells us
that the 0 entries of the model must appear exactly where u = (uij) has 0 entries.

(2) Assume that G ⊂ S+
N is quasi-transitive, with orbits of size K. We have then an

inclusion G ⊂ S+
K ∗̂ . . . ∗̂S

+
K︸ ︷︷ ︸

M terms

, and in order to construct the universal quasi-flat model for

C(G), we need a universal solution to the following factorization problem:

C(S+
K ∗̂ . . . ∗̂S

+
K︸ ︷︷ ︸

M terms

) → MK(C(TN,K))

↓ ↓

C(G) → MK(C(TG))

But, the solution to this latter question is given by the following construction, with
the Hom-spaces at left being taken as usual in a formal sense:

C(TG) = C(TN,K)
/(

T ∈ Hom(P⊗k, P⊗l),∀k, l ∈ N, ∀T ∈ Hom(u⊗k, u⊗l)
)

With this result in hand, the Gelfand spectrum of the algebra on the left is then an
algebraic submanifold TG ⊂ TN,K , having the desired universality property. □

Let us discuss now the classical case, G ⊂ SN . We use the following notion:

Definition 14.6. A “sparse Latin square” is a square matrix

L ∈MN(∗, 1, . . . , K)

having the property that each of its rows and columns consists of a permutation of the
numbers 1, . . . , K, completed with ∗ entries.

In the case K = N , where there are no ∗ symbols, we recover the usual Latin squares.
In general, however, the combinatorics of these matrices is more complicated than that
of the usual Latin squares. Here are a few examples of such matrices:

1 2 ∗
2 ∗ 1
∗ 1 2

 ,


1 2 ∗ ∗
2 ∗ 1 ∗
∗ 1 ∗ 2
∗ ∗ 2 1

 ,


1 2 ∗ ∗
2 1 ∗ ∗
∗ ∗ 1 2
∗ ∗ 2 1

 ,


1 2 ∗ ∗ ∗
2 ∗ 1 ∗ ∗
∗ 1 2 ∗ ∗
∗ ∗ ∗ 1 2
∗ ∗ ∗ 2 1


With this notion in hand, the result that we need is as follows:
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Proposition 14.7. The quasi-flat representations π : C(SN)→MK(C) appear as

uij → PLij

where P1, . . . , PK ∈ MK(C) are rank 1 projections, summing up to 1, and where L ∈
MN(∗, 1, . . . , K) is a sparse Latin square, with the convention P∗ = 0.

Proof. This is something elementary, as follows:

(1) Assuming that π : C(SN) → MK(C) is quasi-flat, the elements Pij = π(uij) are
projections of rank ≤ 1, which pairwise commute, and form a magic unitary.

(2) Let P1, . . . , PK ∈MK(C) be the rank one projections appearing in the first row of
P = (Pij). Since these projections form a partition of unity with rank one projections,
any rank one projection Q ∈MK(C) commuting with all of them satisfies:

Q ∈ {P1, . . . , PK}

In particular we have Pij ∈ {P1, . . . , PK} for any i, j such that Pij ̸= 0. Thus we can
write uij → PLij

, for a certain matrix L ∈MN(∗, 1, . . . , K), with the convention P∗ = 0.

(3) The remark now is that uij → PLij
defines a representation π : C(SN) → MK(C)

precisely when the matrix P = (PLij
)ij is magic. But this condition tells us precisely that

L must be a sparse Latin square, in the sense of Definition 14.6. □

Our task now is to compute the associated Hopf image. Following [21], we have:

Theorem 14.8. Given a sparse Latin square L ∈ MN(∗, 1, . . . , K), consider the per-
mutations σ1, . . . , σK ∈ SN given by:

σx(j) = i ⇐⇒ Lij = x

The Hopf image associated to a representation as above,

π : C(SN)→MK(C) , uij → PLij

is then the algebra C(GL), where GL =< σ1, . . . , σK >⊂ SN .

Proof. The image of π being generated by P1, . . . , PK , we have an isomorphism of
algebras α : Im(π) ≃ C(1, . . . , K) given by Pi → δi. Consider the following diagram:

C(SN)
π //

φ
&&

Im(π) //

α

��

MK(C)

C(1, . . . , K)

Here the map on the right is the canonical inclusion and φ = απ. Since the Hopf
image of π coincides with the one of φ, it is enough to compute the latter. We know that
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φ is given by φ(uij) = δLij
, with the convention δ∗ = 0. By Gelfand duality, φ must come

from a certain map σ : {1, . . . , K} → SN , via the following transposition formula:

φ(f)(x) = f(σx)

With the choice f = uij, we obtain the following formula:

δLij
(x) = uij(σx)

Now observe that these two quantities are by definition given by:

δLij
(x) =

{
1 if Lij = x

0 otherwise
, uij(σx) =

{
1 if σx(j) = i

0 otherwise

We conclude that σx is the permutation in the statement. Summarizing, we have
shown that φ comes by transposing the map x→ σx, with σx being as in the statement.
Thus the Hopf image of φ is the algebra C(GL), with GL =< σ1, . . . , σK >, as desired. □

Let us discuss now the construction of the universal model space. We agree as before
to identify the rank one projections in MK(C) with the corresponding elements of the
projective space PK−1

C . With these conventions, we first have the following result:

Proposition 14.9. Assuming that G ⊂ SN is quasi-transitive, with orbits of size K,
the universal quasi-flat model space for G is given by XG = EK × LGN,K, where:

EK =
{
(P1, . . . , PK) ∈ (PK−1

C )K
∣∣∣Pi ⊥ Pj,∀i ̸= j

}
LGN,K =

{
L ∈MN(∗, 1, . . . , K) sparse Latin square

∣∣∣GL ⊂ G
}

In particular, XG has a canonical probability measure, obtained as the homogeneous space
measure on EK times the the normalized counting measure on LGN,K.

Proof. The first assertion follows by combining Proposition 14.7 and Theorem 14.8,
and the second assertion is clear from definitions. □

Note that the model above is empty if there is no sparse Latin square L such that
GL ⊂ G. The existence of such a sparse Latin square is a strong condition on G, and here
is an intrinsic characterization of the groups satisfying this condition:

Proposition 14.10. Let G ⊂ SN be a classical group. The following are equivalent:

(1) LGN,K ̸= ∅.
(2) There exist K elements σ1, . . . , σK ∈ G such that σ1(i), . . . , σK(i) are pairwise

distinct for all 1 ≤ i ≤ N .

Proof. This is something elementary, as follows:

(1) =⇒ (2) If σ1, . . . , σK are the permutations associated to L, then σx(i) = σy(i)
means by definition that x = Liσx(i) = Liσy(i) = y.
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(2) =⇒ (1) Consider such permutations σ1, . . . , σK . If i is fixed then for each j there
is at most one index x such that:

σx(i) = j

We set Lij = x in that case and Lij = ∗ otherwise. Then, L is a sparse Latin square
and the associated permutations are σ−1

1 , . . . , σ−1
K , which belong to G. □

It turns out that as soon as LGN,K ̸= ∅, the universal quasi-flat model is stationary. In
order to prove this, let us first formulate another basic observation, as follows:

Proposition 14.11. Given G ⊂ SN , we have an action G↷ LGN,K, given by

(Lτ )ij = Lτ−1(i)j

Proof. Given a sparse Latin square L ∈ MN(∗, 1, . . . , K), consider the matrix in
the statement, Lτ ∈ MN(∗, 1, . . . , K). This matrix is a sparse Latin square too and
τ → (L 7→ Lτ ) is a group morphism, so it remains to check that:

GL ⊂ G =⇒ GLτ ⊂ G

For this purpose, let us write our groups as follows:

GL =< σ1, . . . , σK > , GLτ =< σ′
1, . . . , σ

′
K >

We have then the following computation:

σ′
x(j) = i ⇐⇒ (Lτ )ij = x

⇐⇒ Lτ−1(i)j = x

⇐⇒ σx(j) = τ−1(i)

⇐⇒ τσx(j) = i

Thus, we have σ′
x = τσx, and it follows that we have:

GL ⊂ G ⇐⇒ σ1, . . . , σK ∈ G
⇐⇒ τσ1, . . . , τσK ∈ G
⇐⇒ σ′

1, . . . , σ
′
K ∈ G

⇐⇒ GLτ ⊂ G

Thus GL ⊂ G implies GLτ ⊂ G, and this finishes the proof. □

As a consequence of the above study, we have the following result, from [21]:

Theorem 14.12. If the space LGN,K is not empty, then the universal flat model for a
quasi-transitive subgroup G ⊂ SN ,

π : C(G)→MK(C(TG))

is stationary with respect to ν⊗m, where m is the normalized counting measure on LGN,K,
and ν is any probability measure on EK.
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Proof. We use the following standard identification:

MK(C(TG)) =MK(C)⊗ C(EK)⊗ C(LGN,K)

We consider, for P ∈ EK , the following map:

πP = (id⊗ evP ⊗ id) : C(G)→MK(C(L
G
N,K))

Recall that for τ ∈ G and f ∈ C(G), τ.f denotes the map h 7→ f(τ−1h). This
corresponds to the regular action of G on itself. Moreover:

πP (uij)(τ
−1L) = πP (uτ(i)j) = πP (τ.uij)

Since the normalized counting measure m on LGN,K is G-invariant, it follows, writing

againm for the integration with respect tom on C(LGN,K), that (tr⊗m)πP is a G-invariant

state on C(G), so it is equal to
∫
G
. Summarizing, we have proved that (tr ⊗ id⊗m)π is

the constant function equal to
∫
G
, and the result follows. □

Let us discuss as well the group dual case. We start with Γ = ZN , where the class of
1 will be denoted by g, and called the canonical generator. We have:

Proposition 14.13. We have an isomorphism of Hopf algebras

C∗(ZN) = C(S+
N)
/〈

uij = ukl

∣∣∣j − i = l − k (mod N)
〉

which is such that g =
∑N

j=1w
j−iuij, for any i, where w = e2πi/N .

Proof. The quotient algebra A in the statement being generated by the entries of

the first row of u = (uij), it is commutative. If we identify the elements of ẐN with the
powers of w, and the elements of ZN with the functions w → wk, then π(uij) = δwj−i

defines an isomorphism between A and the algebra C∗(ZN) = C(ẐN). Moreover:

(π ⊗ π)∆(uij) =
∑
k

δwk−i ⊗ δwj−k = ∆ẐK
(δwj−i)

Thus we have an isomorphism of Hopf algebras, as stated. The formula for g in the
statement then follows from the formula for π. □

This translates into a convenient description of the universal flat matrix model:

Proposition 14.14. The universal flat model space for C∗(ZN) is the space

EN =
{
(P1, . . . , PN) ∈ (PN−1

C )N
∣∣∣Pi ⊥ Pj,∀i ̸= j

}
with the model map given by π(g)(P1, . . . , PN) =

∑N
j=1w

jPj.
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Proof. According to Proposition 14.13, the following is a flat matrix model map,
which gives the formula in the statement for π(g):

π(uij)(P1, . . . , PN) = Pj−i

Let T be a flat matrix model space for C∗(ZN), with model map πT . For each x ∈ T
the matrix πT (g)(x) is circulant, so this matrix is completely determined by its first row,
which is an element of EN . Let us set:

P x
j = P x

Nj

Let also P x be the circulant matrix with first row (P x
1 , . . . , P

x
N), and consider the

following map:

Φ : T → EN , Φ(x) = P x

This map being a continuous embedding, we get a surjective morphism as follows,
through which πT factors by construction:

Ψ :MN(C(EN))→MN(C(T ))

Thus, we obtain the universality of EN , as claimed. □

Regarding now the general group dual case, we have here the following result:

Theorem 14.15. Given a quotient group Z∗M
K → Γ, the universal quasi-flat model

π : C∗(Γ)→MK(C(YΓ)) appears as follows:

(1) For Γ = Z∗M
K , the model space is YΓ = YN,K = EK × . . .× EK︸ ︷︷ ︸

M terms

, and the model

map is given by the formula in Proposition 14.14, on each of the components.
(2) In general, the model space is the subspace YΓ ⊂ YN,K consisting of the elements

x such that π(γ)(x) = Id for any γ ∈ ker(Z∗M
K → Γ).

Proof. The first assertion is clear from Proposition 14.14. Regarding now the second
assertion, let us go back to Theorem 14.5 (2). The statement there tells us that the model

space for Γ̂ appears from the model space for S+
K ∗̂ . . . ∗̂S

+
K︸ ︷︷ ︸

M terms

via the Tannakian conditions

defining Γ̂. But these Tannakian conditions, when expressed in terms of the generators
of Z∗M

K are precisely the relations γ = 1 with γ ∈ ker(Z∗M
K → Γ), as stated. □

As a final topic now, let us discuss the following special types of models:

π : C(S+
K)→M2(C)

In order to to this, let us that a model π : C(G)→MN(C) for a quantum permutation
group G ⊂ S+

K is called flat if N = K, and the projections pij = π(uij) are all of rank
1, and quasi-flat is the projections pij = π(uij) are all of rank 0 or 1. Up to a simple
manipulation, we are in this latter situation, of quasi-flat models:
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Proposition 14.16. Up to substracting an identity diagonal block, which will not
change the image of the model, any model of type

π : C(S+
K)→M2(C)

can be assumed to be quasi-flat, in the sense that the projections pij = π(uij), belonging
to the matrix algebra M2(C), are all of rank 0 or 1.

Proof. We know that the matrix p = (pij) formed by the projections pij = π(uij) is
a K ×K magic matrix having as entries projections r ∈ M2(C). The point now is that
these latter projections r ∈M2(C) can be of rank 0, 1, 2, and up to a permutation of the
indices, we can isolate the rank 2 projections in a matrix block, so that our magic matrix
p = (pij) looks as follows, with only rank 0, 1 projections in the lower block q:

p =

(
1 0
0 q

)
Thus, we are led to the conclusion in the statement. □

In view of the above result, we can assume that our model is quasi-flat. In what
regards now the models of S+

K that we are interested in, we have:

Theorem 14.17. The matrix models of the following type, assumed to be quasi-flat,
up to substracting an identity matrix block,

π : C(S+
K)→M2(C)

appear, via permutations of the rows and columns, in the following way,

π : C(S+
K)→ C(SK1 ∗̂ . . . ∗̂SKn)→M2(C)

by making a direct sum of sparse Latin square models.

Proof. We know that the matrix p = (pij) formed by the projections pij = π(uij)
is a K × K magic matrix having as entries projections r ∈ M2(C), having rank 0 or 1.
We must prove that, up to a permutation of the rows and columns, this matrix becomes
block-diagonal, with commuting entries in each block. But this can be done as follows:

(1) Up to a permutation of the indices, we can assume that r = p11 has rank 1. But
then, in order for the sum on the first row to be 1, this first row must consist of r, or
s = 1 − r, and of 0 projections. The same goes for the first column. Now by permuting
the rows and columns, in follows that our matrix must be as follows:

p =


r s 0 . . .
s ∗
0
...


If the ∗ entry is r, we have our first block, and we can proceed by recurrence.
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(2) If the ∗ entry is 0, we need a copy of r both in the second row and second column,
and so by permuting the rows and columns, our matrix must be as follows:

p =


r s 0 0 . . .
s 0 r 0 . . .
0 r ∗
0 0
...

...


Now if the ∗ entry is s, we have our first block, and we can proceed by recurrence.

(3) And so on, and we end up with a block decomposition of our representation, as
in the statement. As for the precise quantum group formulation of the factorization that
we obtain, as in the statement, this follows from the various results above. □

Observe that the various manipulations in the above proof classify as well the possible
sparse Latin squares L ∈MK(∗, 1, 2) that we are interested in, in relation with our present
purposes. To be more precise, there is one such square for each K ∈ N, as follows:(

1 2
2 1

)
,

1 2 ∗
2 ∗ 1
∗ 1 2



1 2 ∗ ∗
2 ∗ 1 ∗
∗ 1 ∗ 2
∗ ∗ 2 1

 ,


1 2 ∗ ∗ ∗
2 ∗ 1 ∗ ∗
∗ 1 ∗ 2 ∗
∗ ∗ 2 ∗ 1
∗ ∗ ∗ 1 2


In order to compute the image of the representation in Theorem 14.17, we can use

Theorem 14.8. We are led in this way to the following conclusion:

Proposition 14.18. The matrix models of the following type, assumed to be quasi-flat,
up to substracting an identity matrix block,

π : C(S+
K)→M2(C)

appear, via permutations of the rows and columns, by making a direct sum of sparse Latin
square models, and factorize as follows,

π : C(S+
K)→ C(GK1 ∗̂ . . . ∗̂GKn)→M2(C)

with the groups Gi ⊂ SKi
being constructed from the sparse Latin squares, and with the

algebra in the middle being the Hopf image.

Proof. This follows indeed from the above results. □
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Now recall from the above that the sparse Latin squares that we are interested in
are classified, with one such square, that we will denote LK , at any K ≥ 2. With the
convention L1 = (1), we can convert Proposition 14.18 into a final result, as follows:

Theorem 14.19. The matrix models of the following type,

π : C(S+
K)→M2(C)

appear, via permutations of the rows and columns, by making a direct sum of sparse Latin
square models, and factorize as follows,

π : C(S+
K)→ C(DK1 ∗̂ . . . ∗̂DKn)→M2(C)

with DKi
being dihedral groups, and with the algebra in the middle being the Hopf image.

Proof. We must prove that the group associated to the unique sparse Latin square
LK ∈ MK(∗, 1, 2) is the dihedral group DN ⊂ SN . For this purpose, observe that the
permutations σ = σ1 and τ = σ2 are the following two involutions of SK :

σ = (1)(23)(45)(67) . . . , τ = (12)(34)(56)(78) . . .

Since GN =< σ, τ > is generated by two involutions, we have:

GN =< 1, σ, τ, στ, τσ, στσ, τστ, . . . >

On the other hand since the permutation στ ∈ SK is generically given by i → i ± 2,
with the sign depending on the parity of i, we have:

(στ)K = 1

We conclude that the above sequence defining our group GN by enumerating its el-
ements stops after 2N = |DN | steps. With a bit more care, by using the quotient map
D∞ = Z2 ∗ Z2 → GN , we conclude that we have GN = DN , as claimed. □

To summarize this study, we have a good understanding of the following models:

π : C(S+
K)→M2(C)

As a basic example, we have the “sudoku” construction. Given rank 1 projections
satisfying r + s = 1, r′ + s′ = 1, consider the following matrix, which is sudoku magic:

p =


r 0 s 0
0 r′ 0 s′

s 0 r 0
0 s′ 0 r′


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By permuting rows and columns, we obtain the following matrix, which is still magic,
and which appears as above, from two 2× 2 Latin squares:

p̃ =


r s 0 0
s r 0 0
0 0 r′ s′

0 0 s′ r′


There are many interesting questions here, and with a bit more work, it is probably

possible to deduce from this a classification of the models of type π : C(S+
K)→M2(C).

14b. Flat models

Following [22], let us discuss now some more specialized questions, in the flat case.
Assume that B is a C∗-algebra, of finite dimension dimB = N < ∞. We can endow B
with its canonical trace, tr : B ⊂ L(B)→ C, and use the following scalar product:

< a, b >= tr(ab∗)

We recall that, in terms of the decomposition B = ⊕sMns(C), we have N =
∑

s n
2
s,

and the weights of the canonical trace are tr(Is) = n2
s/N . We have:

Definition 14.20. A magic unitary u ∈MN(L(B)) is called:

(1) Flat, if each uij ∈ L(B) is a rank 1 projection.
(2) Split, if uij = Proj(eif

∗
j ), for certain sets {ei}, {fi} ⊂ UB.

(3) Fully split, if uij = Proj(gixg
∗
j ), with {gi} ⊂ UB, and x ∈ UB.

We will see in what follows many interesting examples of such models. Let us first
clarify the relation with the previous results for classical groups. We first have:

Proposition 14.21. The split magic unitaries which produce Latin squares are those
of the form

uij = Proj(gig
∗
j )

with {g1, . . . , gN} ⊂ UB being pairwise orthogonal, and forming a group G ⊂ PUB. For
such a magic unitary, the associated Latin square is LG.

Proof. Assume indeed that uij = Proj(eif
∗
j ) produces a Latin square.

(1) Our first claim is that we can assume e1 = f1 = 1. Indeed, given x, y ∈ UB the
following matrix is still magic:

u′ij = Proj(xeif
∗
j y)

In the case where u comes from a Latin square, uij = Proj(ξLij
), we have:

u′ij = Proj(ξ′Lij
) , ξ′ab = xξaby

Thus u′ comes from L as well, so with x = e∗1, y = f1, we can assume e1 = f1 = 1.
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(2) Our second claim is that we can assume uij = Proj(eie
∗
j). Indeed, since u is magic,

the first row of vectors {1, f ∗
2 , . . . , f

∗
N} ⊂ PUB must appear as a permutation of the first

column of vectors {1, e2, . . . , eN} ⊂ PUB. Thus, up to a permutation of columns, and a
rescaling of the columns by elements in Z(UB), we can assume fi = ei, and we obtain:

uij = Proj(eie
∗
j)

Observe that this permutation/rescaling of the columns won’t change the fact that
the associated Latin square L comes or not from a group.

(3) Let us construct now G. The Latin square condition shows that for any i, j there is
a unique k such that eiej = ek inside PUB, and our claim is that the operation (i, j)→ k
gives a group structure on the set of indices. Indeed, all the group axioms are clear from
definitions, and we obtain in this way a subgroup G ⊂ PUB, having order N .

(4) With the group G being constructed as above, we have:

uij = Proj(eie
∗
j) = Proj(eij−1)

Thus we have u′ij = Proj(ξLij
) with ξk = ek and Lij = ij−1, and we are done. □

In order to further process the above result, we will need:

Definition 14.22. A 2-cocycle on a group G is a function σ : G×G→ T satisfying:

σ(gh, k)σ(g, h) = σ(g, hk)σ(h, k)

σ(g, 1) = σ(1, g) = 1

The algebra C∗(G), with multiplication g · h = σ(g, h)gh, is denoted C∗
σ(G).

Observe that g · h = σ(g, h)gh is associative, and that we have g · 1 = 1 · g = g, due to
the 2-cocycle condition. Thus C∗

σ(G) is an associative algebra with unit 1. In fact, C∗
σ(G)

is a C∗-algebra, with the involution making the canonical generators g ∈ C∗
σ(G) unitaries.

Also, the canonical trace on C∗
σ(G) coincides with that of C∗(G).

With these conventions, we have the following result, from [22]:

Proposition 14.23. The split magic unitaries which produce Latin squares are pre-
cisely those of the form

uij = Proj(gig
∗
j )

with {g1, . . . , gN} being the standard basis of a twisted group algebra C∗
σ(G). In this case,

the associated Latin square is LG.

Proof. We use Proposition 14.21. With the notations there, {g1, . . . , gN} ⊂ UB must
form a group G ⊂ PUB, and so there are scalars σ(i, j) ∈ T such that:

gigj = σ(i, j)gij

It follows from definitions that σ is a 2-cocycle, and our claim now is that we have
B = C∗

σ(G). Indeed, this is clear when σ = 1, because by linear independence we
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can define a linear space isomorphism B ≃ C∗(G), which follows to be a C∗-algebra
isomorphism. In the general case, where σ is arbitrary, the proof is similar. □

We have now all the needed ingredients for proving a key result, as follows:

Theorem 14.24. Given a 2-cocycle σ : G×G→ T, we have a representation

π : C(S+
N)→ C(UB,L(B)) : wij → [x→ Proj(gixg

∗
j )]

where {g1, . . . , gN} ⊂ UB is the standard basis of the algebra B = C∗
σ(G).

Proof. This follows indeed from the above results. □

There are many interesting examples of models as above, and we will study them later.
Still at the general level now, we have the following result, also from [22]:

Proposition 14.25. For a representation coming from a split matrix

uij = Proj(eif
∗
j )

the truncated measure µr is the law of the Gram matrix of the vectors

ξi1...ir = ei1f
∗
i2
⊗ ei2f ∗

i3
⊗ . . . . . .⊗ eirf ∗

i1

with respect to the normalized trace of the N r ×N r matrices.

Proof. According to the formulae in chapter 13, the moments of µr are given by:

crp =
∑
i11...i

r
p

(Tp)i11...i1p,i21...i2p(Tp)i21...i2p,i31...i3p . . . . . . (Tp)ir1...irp,i11...i1p

=
∑
i11...i

r
p

tr(ui11i21 . . . ui1pi2p)tr(ui21i31 . . . ui2pi3p) . . . . . . tr(uir1i11 . . . uirpi1p)

In the case of a split magic unitary, uij = Proj(eif
∗
j ), since the vectors eif

∗
j are all of

norm 1, with respect to the canonical scalar product, we therefore obtain:

crp =
1

N r

∑
i11...i

r
p

< ei11f
∗
i21
, ei12f

∗
i22
> . . . < ei1pf

∗
i2p
, ei11f

∗
i21
>

< ei21f
∗
i31
, ei22f

∗
i32
> . . . < ei2pf

∗
i3p
, ei21f

∗
i31
>

. . . . . .

< eir1f
∗
i11
, eir2f

∗
i12
> . . . < eirpf

∗
i1p
, eir1f

∗
i11
>

Now by changing the order of the terms in the product, this gives:

crp =
1

N r

∑
i11...i

r
p

< ei11f
∗
i21
, ei12f

∗
i22
>< ei21f

∗
i31
, ei22f

∗
i32
> . . . < eir1f

∗
i11
, eir2f

∗
i12
>

. . . . . .

< ei1pf
∗
i2p
, ei11f

∗
i21
>< ei2pf

∗
i3p
, ei21f

∗
i31
> . . . < eirpf

∗
i1p
, eir1f

∗
i11
>
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In terms of the vectors ξi1...ir = ei1f
∗
i2
⊗ . . .⊗ eirf ∗

i1
in the statement, and then of their

Gram matrix Gi1...ir,j1...jr =< ξi1...ir , ξj1...jr >, we obtain the following formula:

crp =
1

N r

∑
i11...i

r
p

< ξi11...ir1 , ξi12...ir2 > . . . . . . < ξi1p...irp , ξi11...ir1 >

=
1

N r

∑
i11...i

r
p

Gi11...i
r
1,i

1
2...i

r
2
. . . . . . Gi1p...i

r
p,i

1
1...i

r
1

=
1

N r
Tr(Gp) = tr(Gp)

But this gives the formula in the statement, and we are done. □

In the fully split case now, we have the following result:

Theorem 14.26. For a model coming from a fully split matrix,

uij = Proj(gixg
∗
j )

the truncated measure µr is the law of the Gram matrix of the vectors

ξx1...xri1...ir
= gi1x1g

∗
i2
⊗ gi2x2g∗i3 ⊗ . . . . . .⊗ girxrg

∗
i1

with respect to the usual integration over MNr(C(U r
B)).

Proof. The idea is that the computations in the proof of Proposition 14.25 apply,
with ei = gix and fi = gi, and with an integral

∫
Ur
B
added. To be more precise, we can

start with the same formula as there, stating that the moments of µr are given by:

crp =
∑
i11...i

r
p

tr(ui11i21 . . . ui1pi2p) . . . . . . tr(uir1i11 . . . uirpi1p)

In the case of a fully split matrix, uij = Proj(gixg
∗
j ), since the vectors gixg

∗
j are all of

norm 1, we therefore obtain:

crp =
1

N r

∑
i11...i

r
p

∫
UB

< gi11x1g
∗
i21
, gi12x1g

∗
i22
> . . . < gi1px1g

∗
i2p
, gi11x1g

∗
i21
> dx1

. . . . . .∫
UB

< gir1xrg
∗
i11
, gir2xrg

∗
i12
> . . . < girpxrg

∗
i1p
, gir1xrg

∗
i11
> dxr

Now by changing the order of the terms in the product, this gives:

crp =
1

N r

∑
i11...i

r
p

∫
Ur
B

< gi11x1g
∗
i21
, gi12x1g

∗
i22
> . . . < gir1xrg

∗
i11
, gir2xrg

∗
i12
>

. . . . . .

< gi1px1g
∗
i2p
, gi11x1g

∗
i21
> . . . < girpxrg

∗
i1p
, gir1xrg

∗
i11
> dx
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In terms of the vectors ξx1...xri1...ir
= gi1x1g

∗
i2
⊗ . . . . . .⊗ girxrg∗i1 in the statement, and then

of their Gram matrix Gx1...xr
i1...ir,j1...jr

=< ξx1...xri1...ir
, ξx1...xrj1...jr

>, we therefore obtain:

crp =
1

N r

∫
Ur
B

∑
i11...i

r
p

< ξx1...xr
i11...i

r
1
, ξx1...xr
i12...i

r
2
> . . . . . . < ξx1...xri1p...i

r
p
, ξx1...xr
i11...i

r
1
> dx

=
1

N r

∫
Ur
B

∑
i11...i

r
p

Gx1...xr
i11...i

r
1,i

1
2...i

r
2
. . . . . . Gx1...xr

i1p...i
r
p,i

1
1...i

r
1
dx

=
1

N r

∫
Ur
B

Tr((Gx1...xr)p)dx

=

∫
Ur
B

tr((Gx1...xr)p)dx

But this gives the formula in the statement, and we are done. □

We will see later explicit applications of the above formula. Observe also, indepen-
dently of the mathematics in this book, the obvious similarity with the computations with
transfer matrices from statistical mechanics. For more on this, we refer to [5].

14c. Gram matrices

Following now [14], [22] and related papers, we have the following result, regarding
the matrices Tp introduced in chapter 13, in relation with stationarity:

Proposition 14.27. Assuming that a model π : C(G)→MK(C(X)) is inner faithful
and quasi-flat, mapping uij → Proj(ξxij), with ||ξxij|| ∈ {0, 1}, we have

Tp =

∫
X

Tp(ξ
x)dx

where the matrix Tp(ξ) ∈MNp(C), associated to an array ξ ∈MN(CK) is given by:

Tp(ξ)i1...ip,j1...jp =
1

K
< ξi1j1 , ξipjp >< ξipjp , ξip−1jp−1 > . . . . . . < ξi2j2 , ξi1j1 >

Proof. We have the following well-known computation, valid for any vectors ξ1, . . . , ξp
having norms ||ξi|| ∈ {0, 1}, with the scalar product being as usual linear at left:

Proj(ξi)x =< x, ξi > ξi,∀i
=⇒ Proj(ξ1) . . . P roj(ξp)(x) =< x, ξp >< ξp, ξp−1 > . . . . . . < ξ2, ξ1 > ξ1

=⇒ Tr(Proj(ξ1) . . . P roj(ξp)) =< ξ1, ξp >< ξp, ξp−1 > . . . . . . < ξ2, ξ1 >
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Thus, the matrices Tp can be computed as follows:

(Tp)i1...ip,j1...jp =

∫
X

tr
(
Proj(ξxi1j1)Proj(ξ

x
i2j2

) . . . P roj(ξxipjp)
)
dx

=
1

K

∫
X

< ξxi1j1 , ξ
x
ipjp >< ξxipjp , ξ

x
ip−1jp−1

> . . . . . . < ξxi2j2 , ξ
x
i1j1

> dx

=

∫
X

(Tp(ξ
x))i1...ip,j1...jpdx

We therefore obtain the formula in the statement. See [14], [22]. □

An even more conceptual result, from [9], [14], [22], is as follows:

Theorem 14.28. Given an inner faithful quasi-flat model

π : C(G)→MK(C(X)) , uij → Proj(ξxij)

with ||ξxij|| ∈ {0, 1}, the law of the normalized character χ/K with respect to the truncated

integral
∫ r
G
coincides with that of the Gram matrix of the vectors

ξxi1...ir =
1√
K
· ξx1i1i2 ⊗ ξ

x2
i2i3
⊗ . . .⊗ ξxriri1

with respect to the normalized matrix trace, and to the integration functional on Xr.

Proof. The moments Cp of the measure that we are interested in are given by:

Cp =
1

Kp

∫ r

G

(∑
i

uii

)p

=
1

Kp

∑
i1...ip

(T rp )i1...ip,i1...ip

=
1

Kp
· Tr(T rp )

The trace on the right is given by the following formula:

Tr(T rp ) =
∑
i11...i

r
p

(Tp)i11...i1p,i21...i2p . . . . . . (Tp)ir1...irp,i11...i1p

In view of the formula in Proposition 14.27, this quantity will expand in terms of the
matrices Tp(ξ) constructed there. To be more precise, we have:

Tr(T rp ) =

∫
Xr

∑
i11...i

r
p

Tp(ξ
x1)i11...i1p,i21...i2p . . . . . . Tp(ξ

xr)ir1...irp,i11...i1p dx
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By using now the explicit formula of each Tp(ξ), we have:

Tr(T rp ) =
1

Kr

∫
Xr

∑
i11...i

r
p

< ξx1
i11i

2
1
, ξx1i1pi2p > . . . . . . < ξx1

i12i
2
2
, ξx1
i11i

2
1
>

. . .

< ξxr
ir1i

1
1
, ξxrirpi1p > . . . . . . < ξxr

ir2i
1
2
, ξxr
ir1i

1
1
> dx

By changing the order of the summation, we can write this formula as:

Tr(T rp ) =
1

Kr

∫
Xr

∑
i11...i

r
p

< ξx1
i11i

2
1
, ξx1i1pi2p > . . . . . . < ξxr

ir1i
1
1
, ξxrirpi1p >

. . .

< ξx1
i12i

2
2
, ξx1
i11i

2
1
> . . . . . . < ξxr

ir2i
1
2
, ξxr
ir1i

1
1
> dx

But this latter formula can be written as follows:

Tr(T rp ) = Kp−r
∫
Xr

∑
i11...i

r
p

1

K
< ξx1

i11i
2
1
⊗ . . .⊗ ξxr

ir1i
1
1
, ξx1i1pi2p ⊗ . . .⊗ ξ

xr
irpi

1
p
>

. . .
1

K
< ξx1

i12i
2
2
⊗ . . .⊗ ξxr

ir2i
1
2
, ξx1

i11i
2
1
⊗ . . .⊗ ξxr

ir1i
1
1
> dx

In terms of the vectors in the statement, and of their Gram matrix Gx
r , we obtain:

Tr(T rp ) = Kp−r
∫
Xr

∑
i11...i

r
p

< ξxi11...ir1
, ξxi1p...irp > . . . . . . < ξxi12...ir2

, ξxi11...ir1
> dx

= Kp−r
∫
Xr

∑
i11...i

r
p

(Gx
r )i11...ir1,i1p...irp . . . . . . (G

x
r )i12...ir2,i11...ir1 dx

= Kp−r
∫
Xr

Tr((Gx
r )
p)dx

Summarizing, the moments of the measure in the statement are given by:

Cp =
1

Kr

∫
Xr

Tr((Gx
r )
p)dx =

(
tr ⊗

∫
Xr

)
(Gp

r)

This gives the formula in the statement of the theorem. □

We will see later concrete applications of the above formulae, which are far less abstract
than they might seem, in the context of concrete examples of matrix models. Also, as
already mentioned, there is an obvious similarity here with the computations with transfer
matrices from statistical mechanics. For more on this, we refer to [5].
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14d. Universal models

Following [22], let us study now the universal flat model for C(S+
N). Given a flat magic

unitary u = (uij), we can write it, in a non-unique way, as follows:

uij = Proj(ξij)

The array ξ = (ξij) is then a “magic basis”, in the sense that each of its rows and
columns is an orthonormal basis of CN , and with this being an interesting combinatorial
notion, mixing linear algebra and design theory. More on such magic bases later.

In relation now with universal models, we are led to two spaces, as follows:

Definition 14.29. Associated to any N ∈ N are the following spaces:

(1) XN , the space of all N ×N flat magic unitaries u = (uij).
(2) KN , the space of all N ×N magic bases ξ = (ξij).

Let us recall now that the rank 1 projections p ∈ MN(C) can be identified with the
corresponding 1-dimensional subspaces E ⊂ CN , which are by definition the elements
of the complex projective space PN−1

C . In addition, if we consider the complex sphere,
SN−1
C = {z ∈ CN |

∑
i |zi|2 = 1}, we have a quotient map as follows:

π : SN−1
C → PN−1

C , z → Proj(z)

Observe that we have π(z) = π(z′) precisely when z′ = wz, for some w ∈ T. Consider
as well the embedding UN ⊂ (SN−1

C )N given by x → (x1, . . . , xN), where x1, . . . , xN are
the rows of x. Finally, as before, let us call an abstract matrix stochastic/bistochastic
when the entries on each row/each row and column sum up to 1.

With these notations and conventions, the abstract model spaces XN , KN from Defi-
nition 14.29 that we are interested in, and some related spaces, are as follows:

Proposition 14.30. We have inclusions and surjections as follows,

KN ⊂ UN
N ⊂ MN(S

N−1
C )

↓ ↓ ↓

XN ⊂ YN ⊂ MN(P
N−1
C )

where XN , YN consist of bistochastic/stochastic matrices, and KN is the lift of XN .

Proof. This follows from the above discussion. Indeed, the quotient map SN−1
C →

PN−1
C induces the quotient mapMN(S

N−1
C )→MN(P

N−1
C ) at right, and the lift of the space

of stochastic matrices YN ⊂MN(P
N−1
C ) is then the rescaled group UN

N , as claimed. □
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In order to get some insight into the structure of the above spaces XN , KN , we can use
some inspiration from the well-known Sinkhorn algorithm from linear algebra. Indeed,
this algorithm starts with a N × N matrix having positive entries and produces, via
successive averagings over rows/columns, a bistochastic matrix.

In our situation, we would like to have an “averaging” map YN → YN , whose infinite
iteration lands in the model space XN . Equivalently, we would like to have an “averaging”
map UN

N → UN
N , whose infinite iteration lands in the space KN .

In order to construct such averaging maps, we use the orthogonalization procedure
coming from the polar decomposition, the result that we need being as follows:

Proposition 14.31. We have orthogonalization maps as follows,

(SN−1
C )N

α //

��

(SN−1
C )N

��

(PN−1
C )N

β // (PN−1
C )N

where α(x)i = Pol([(xi)j]ij), and β(p) = (P−1/2piP
−1/2)i, with P =

∑
i pi.

Proof. This is something which is routine, the idea being as follows:

(1) Our first claim is that we have a factorization as in the statement. Indeed, pick
p1, . . . , pN ∈ PN−1

C , and write pi = Proj(xi), with ||xi|| = 1. We can then apply α, as to
obtain a vector α(x) = (x′i)i, and then set β(p) = (p′i), where p

′
i = Proj(x′i).

(2) Our first task is to prove that β is well-defined. Consider indeed vectors x̃i,
satisfying Proj(x̃i) = Proj(xi). We have then x̃i = λixi, for certain scalars λi ∈ T, and
so the matrix formed by these vectors is M̃ = ΛM , with Λ = diag(λi). It follows that

Pol(M̃) = ΛPol(M), and so x̃′i = λixi, and finally Proj(x̃′i) = Proj(x′i), as desired.

(3) It remains to prove that β is given by the formula in the statement. For this
purpose, observe first that, given x1, . . . , xN ∈ SN−1

C , with pi = Proj(xi) we have:∑
i

pi =
∑
i

[(x̄i)k(xi)l]kl

=
∑
i

(M̄ikMil)kl

= ((M∗M)kl)kl

= M∗M
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(4) We can now compute the projections p′i = Proj(x′i). Indeed, the coefficients of
these projections are given by (p′i)kl = ŪikUil with U =MP−1/2, and we obtain, as desired:

(p′i)kl =
∑
ab

M̄iaP
−1/2
ak MibP

−1/2
bl

=
∑
ab

P
−1/2
ka M̄iaMibP

−1/2
bl

=
∑
ab

P
−1/2
ka (pi)abP

−1/2
bl

= (P−1/2piP
−1/2)kl

(5) An alternative proof uses the fact that the elements p′i = P−1/2piP
−1/2 are self-

adjoint, and sum up to 1. The fact that these elements are indeed idempotents can be
checked directly, via piP

−1pi = pi, because this equality holds on ker pi, and also on xi. □

As an illustration, here is how the orthogonalization works at N = 2:

Proposition 14.32. At N = 2 the orthogonalization procedure for

(Proj(x), P roj(y))

amounts in considering the vectors

x+ y√
2

,
x− y√

2

and then rotating by 45◦.

Proof. By performing a rotation, we can restrict attention to the case x = (cos t, sin t)
and y = (cos t,− sin t), with t ∈ (0, π/2). Here the computations are as follows:

M =

(
cos t sin t
cos t − sin t

)
=⇒ P =M∗M =

(
2 cos2 t 0

0 2 sin2 t

)
=⇒ P−1/2 = |M |−1 =

1√
2

(
1

cos t
0

0 1
sin t

)
=⇒ U =M |M |−1 =

1√
2

(
1 1
1 −1

)
Thus the orthogonalization procedure replaces (Proj(x), P roj(y)) by the orthogonal

projections on the vectors ( 1√
2
(1, 1), 1√

2
(−1, 1)), and this gives the result. □

With these preliminaries in hand, let us discuss now the version that we need of the
Sinkhorn algorithm. The orthogonalization procedure is as follows:
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Theorem 14.33. The orthogonalization maps α, β induce maps as follows,

UN
N

Φ //

��

UN
N

��
YN

Ψ // YN

which are the transposition maps on KN , XN , and which are projections at N = 2.

Proof. It follows from definitions that Φ(x) is obtained by putting the components
of x = (xi) in a row, then picking the j-th column vectors of each xi, calling Mj this
matrix, then taking the polar part x′j = Pol(Mj), and finally setting Φ(x) = x′. Thus:

Φ(x) = Pol((xij)i)j

Ψ(u) = (P
−1/2
i ujiP

−1/2
i )ij

Thus, the first assertion is clear, and the second assertion is clear too. □

Our claim is that the algorithm converges, as follows:

Conjecture 14.34. The above maps Φ,Ψ increase the volume,

vol : UN
N → YN → [0, 1], vol(u) =

∏
j

| det((uij)i)|

and respectively land, after an infinite number of steps, in KN/XN .

Observe that the quantities of type | det(p1, . . . , pN)| are indeed well-defined, for any
p1, . . . , pN ∈ PN−1

C , because multiplying by scalars λi ∈ T doesn’t change the volume.
Thus, the volume map vol : UN

N → [0, 1] factorizes through YN , as stated above.

As a main application of the above conjecture, the infinite iteration (Φ2)∞ : UN
N → KN

would provide us with an integration on KN , and hence on the quotient space KN → XN

as well, by taking the push-forward measures, coming from the Haar measure on UN
N .

In relation now with the matrix model problematics, we have:

Conjecture 14.35. The universal N ×N flat matrix representation

πN : C(S+
N)→MN(C(XN)), πN(wij) = (u→ uij)

is inner faithful at any N ≥ 4.

Regarding the N = 4 conjecture, the problem here is that of proving, as in [16], that
the composition C(S+

4 ) → M4(C(X4)) → C equals the Haar integration on S+
4 . As for

the N ≥ 5 conjecture, the problem here is that of proving that the truncated moments crp
converge with r →∞ to the Catalan numbers. None of these questions is trivial.
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Still following [22], our purpose now will be to advance towards a unification of the
two conjectures formulated above. The point indeed is that when trying to approach
Conjecture 13.35 with standard probabilistic tools, the estimates that are needed seem to
be related to those required for approaching Conjecture 13.34.

We first have the following definition, inspired by the above results:

Definition 14.36. Associated to x ∈MN(S
N−1
C ) is the Np ×Np matrix

(T xp )i1...ip,j1...jp =
1

N
< xi1j1 , xipjp >< xipjp , xip−1jp−1 > . . . . . . < xi2j2 , xi1j1 >

where the scalar products are the usual ones on SN−1
C ⊂ CN .

The first few values of these matrices, at p = 1, 2, 3, are as follows:

(T x1 )ia =
1

N
< xia, xia >=

1

N

(T x2 )ij,ab =
1

N
< xia, xjb >< xjb, xia >=

1

N
| < xia, xjb > |2

(T x3 )ijk,abc =
1

N
< xia, xkc >< xkc, xjb >< xjb, xia >

The interest in these matrices, in connection with Conjecture 14.34, comes from:

Proposition 14.37. For the universal model, the matrices Tp are

Tp =

∫
KN

T xp dx

where dx is the measure on the model space KN coming from Conjecture 14.34.

Proof. This is a trivial statement, because by definition of Tp, we have:

(Tp)i1...ip,j1...jp = tr(ui1j1 . . . uipjp) =

∫
KN

tr(uxi1j1 . . . u
x
ipjp)dx

=

∫
KN

tr(Proj(xi1j1) . . . P roj(xipxp))dx

=
1

N

∫
KN

< xi1j1 , xipjp > . . . . . . < xi2j2 , xi1j1 > dx

=

∫
KN

(T xp )i1...ip,j1...jpdx

Thus the formula in the statement holds indeed. □
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In fact, the matrices T xp are related to Conjecture 14.35 as well. Indeed, to any

noncrossing partition π ∈ NC(p) let us associate the following vector of (CN)⊗p:

ξπ =
∑

ker i≤π

ei1 ⊗ . . .⊗ eip

With this convention, we have the following result, again from [22]:

Proposition 14.38. For any x ∈MN(S
N−1
C ), the following hold:

(1) If {xij}i are pairwise orthogonal then (T xp )
∗ξ||...| = ξ||...| and T

x
p ξ⊓⊓...⊓ = ξ⊓⊓...⊓.

(2) If {xij}j are pairwise orthogonal then T xp ξ||...| = ξ||...| and (T xp )
∗ξ⊓⊓...⊓ = ξ⊓⊓...⊓.

(3) If {xij}i or {xij}j are pairwise orthogonal then < T xp ξ||...|, ξ||...| >= Np.
(4) We have < T xp ξ⊓⊓...⊓, ξ⊓⊓...⊓ >= N , without assumptions on x.

Proof. Assuming that {xij}i are pairwise orthogonal, we have indeed:

(T xp ξ⊓⊓...⊓)i1...ip =
∑
j

(T xp )i1...ip,j...j

=
1

N

∑
j

< xi1j, xipj > . . . . . . < xi2j, xi1j >

= δi1,...,ip

Thus we have proved (1), and the proof of (2,3,4) is similar. See [22]. □

We have the following statement, supported by computer calculations:

Conjecture 14.39. Consider the following function, with x ∈MN(S
N−1
C ),

Fp(x) =
1

Np
||T xp ξ⊓⊓...⊓||2

depending on a fixed integer p ≥ 2. Then, for any x ∈ UN
N we have

Fp(x) ≥ Fp(Ψ
2(x))

with equality precisely when x ∈ KN , in which case Fp(x) = 1.

This conjecture is quite interesting, in relation with the above, because by a compacity
argument, this would prove that our Sinkhorn type algorithm converges. Thus, what we
have here is a first step towards unifying Conjectures 14.34 and 14.35. See [22].

14e. Exercises

Things have been quite technical in this chapter, and as exercise on all this, which is
potentially quite elementary, and is instructive and interesting as well, we have:

Exercise 14.40. Fully classify the models of type π : C(S+
K)→M2(C).

This was something discussed in the above, and the question is that of finishing the
work started there, and with all this being related to interesting combinatorics.



CHAPTER 15

Weyl matrices

15a. Pauli matrices

We discuss in this chapter, following [16], [22] and related papers, a number of key
matrix models for certain quantum permutation groups G ⊂ S+

N , which are of particular
importance. These models will be, for the most, stationary, and the whole material in
this chapter will lie at the interface between quantum groups and random matrices.

Following [16], let us first discuss an explicit and useful matrix model for the quantum
group S+

4 , coming from the Pauli matrices. These matrices are as follows:

c1 =

(
1 0
0 1

)
, c2 =

(
i 0
0 −i

)
, c3 =

(
0 1
−1 0

)
, c4 =

(
0 i
i 0

)
Observe that these matrices are elements of SU2. In fact, SU2 consists of linear

combinations of Pauli matrices, with points on the real sphere S3 as coefficients:

SU(2) =
{∑

xici

∣∣∣∑ |xi|2 = 1
}

The Pauli matrices multiply according to the formulae for quaternions:

c22 = c23 = c24 = −1

c2c3 = −c3c2 = c4

c3c4 = −c4c3 = c2

c4c2 = −c2c4 = c3

The starting remark is that the Pauli matrices form an orthonormal basis of M2(C),
with respect to the scalar product < a, b >= tr(ab∗). Moreover, the same is true if we
multiply them to the left or to the right by an element of SU2. Thus, we have:

Proposition 15.1. For any x ∈ SU2 the elements

ξij = cixcj

form a magic basis of M2(C), with respect to the scalar product < a, b >= tr(ab∗).

Proof. This follows indeed from the above discussion. □

345
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We fix a Hilbert space isomorphism M2(C) ≃ C4, and we use the corresponding
identification of operator algebras B(M2(C)) ≃ M4(C). Associated to each element x ∈
SU2 is the representation of C(S+

4 ) mapping uij to the rank one projection on cixcj:

πx : C(S
+
4 )→M4(C) , uij → Proj(cixcj)

This representation depends on x. For getting a faithful representation, the idea is to
regard all these representations as fibers of a single representation:

Definition 15.2. The Pauli representation of C(S+
4 ) is the map

π : C(S+
4 )→ C(SU2,M4(C))

mapping each standard coodinate uij to the function x→ Proj(cixcj).

Observe that we can replace here SU2 by its quotient PU2 = SO3. For reasons that
will become clear later on, we prefer to use SU2. We will prove now that π is faithful, in
the usual sense. Consider the standard linear form on the algebra on the right:∫

φ =

∫
SU2

tr (φ(x)) dx

We use the following analytic formulation of faithfulness:

Proposition 15.3. The representation π is faithful provided that∫
ui1j1 . . . uikjk =

∫
πi1j1 . . . πikjk

for any choice of k and of various i, j indices, where πij = π(uij).

Proof. The condition in the statement tells us that, for any product a of generators
uij, the following equality must happen:∫

a =

∫
π(a)

By linearity and density this formula holds on the whole algebra C(S+
4 ). In other

words, the following diagram commutes:

C(S+
4 )

∫
−→ C

π ↓ ↑ tr

C (SU2,M4(C))
∫
−→ M4(C)

On the other hand, we know that the algebra C(S+
4 ) is amenable in the discrete

quantum group sense, which means that its Haar functional is faithful:

a ̸= 0 =⇒
∫
aa∗ > 0
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Assume now that we have π(a) = 0. This implies π(aa∗) = 0, and the commutativity
of the above diagram gives

∫
aa∗ = 0. Thus a = 0, and we are done. □

Our first goal will be to compute the integral on the right in the above statement. For
this purpose, consider the canonical action of SU2 on the algebra M2(C)⊗k, obtained as
k-th tensor power of the adjoint action on M2(C), as follows:

αx(a1 ⊗ . . .⊗ ak) = xa1x
∗ ⊗ . . .⊗ xakx∗

The following map will play an important role in what follows:

Definition 15.4. We define a linear map R :M2(C)⊗k →M2(C)⊗k by

R(ci1 ⊗ . . .⊗ cik) =
1

2
(ci1c

∗
i2
⊗ ci2c∗i3 ⊗ . . .⊗ cikc

∗
i1
)

with the convention that at k = 1 we have R(ci) = cic
∗
i /2 = 1/2.

To any multi-index i = (i1, . . . , ik) we associate the following element:

ci = ci1 ⊗ . . .⊗ cik

With these notations and conventions, we have the following result:

Proposition 15.5. We have the following formula,∫
πi1j1 . . . πikjk =< ci, R

∗ER(cj) >

where E is the expectation under the canonical action of SU2.

Proof. We have indeed the following computation, where Proj(ξ) denotes as usual
the rank one projection onto a vector ξ:∫

πi1j1 . . . πikjk =

∫
π(ui1j1) . . . π(uikjk)

=

∫
Proj(ci1xcj1) . . . P roj(cikxcjk)

=

∫
SU2

tr (Proj(ci1xcj1) . . . P roj(cikxcjk)) dx

We use now the following elementary formula, that we met many times in the above,
valid for any sequence of norm one vectors ξ1, . . . , ξk in a Hilbert space:

Tr (Proj(ξ1) . . . P roj(ξk)) =< ξ1, ξk >< ξk, ξk−1 > . . . < ξ2, ξ1 >
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In our situation these vectors are in fact matrices, and their scalar products are given
by < ξ, η >= tr(ξη∗). This gives the following formula:∫

πi1j1 . . . πikjk =
1

4

∫
SU2

< ci1xcj1 , cikxcjk > . . . < ci2xcj2 , ci1xcj1 > dx

=
1

4

∫
SU2

tr(ci1xcj1c
∗
jk
x∗c∗ik) . . . tr(ci2xcj2c

∗
j1
x∗c∗i1) dx

=
1

4

∫
SU2

tr(c∗ikci1xcj1c
∗
jk
x∗) . . . tr(c∗i1ci2xcj2c

∗
j1
x∗) dx

We use now the formula c∗s = ±cs, valid for all the Pauli matrices cs. The minus signs
can be rearranged, and the computation can be continued as follows:∫

πi1j1 . . . πikjk =
1

4

∫
SU2

tr(cikc
∗
i1
xcj1c

∗
jk
x∗) . . . tr(ci1c

∗
i2
xcj2c

∗
j1
x∗) dx

=
1

4

∫
SU2

tr
(
ci1c

∗
i2
xcj2c

∗
j1
x∗ ⊗ . . .⊗ cikc∗i1xcj1c

∗
jk
x∗
)
dx

=

∫
SU2

tr (R(ci)αx(R(cj)
∗)) dx

We can interchange the trace and integral signs, and we obtain:∫
πi1j1 . . . πikjk = tr

(∫
SU2

R(ci)αx(R(cj)
∗) dx

)
= tr

(
R(ci)

∫
SU2

αx(R(cj)
∗) dx

)
Now since acting by group elements, then integrating, is the same as projecting onto

fixed points, the computation can be continued as follows:∫
πi1j1 . . . πikjk = tr (R(ci)ER(cj)

∗)

= < R(ci), ER(cj) >

= < ci, R
∗ER(cj) >

Thus, we are led to the conclusion in the statement. □

We know that the faithfulness of the Pauli representation is equivalent to a certain
equality of integrals. Moreover, one of these integrals can be computed by using the
Weingarten formula. As for the other integral, this can be computed as well, provided
that we have enough information about the operator R from Definition 15.4.
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We work out now a number of technical properties of this operator R. For this purpose,
we first need to understand some aspects of the structure of the algebra of fixed points
under the diagonal adjoint action of SU2. We have the following result, to start with:

Proposition 15.6. The element

f =
4∑
i=1

ci ⊗ c∗i

is invariant under the action of SU2.

Proof. We have ci = −c∗i for i = 2, 3, 4, so the element in the statement is:

f = 2(c1 ⊗ c1)−
4∑
i=1

ci ⊗ ci

Since c1⊗ c1 is invariant under SU2, what is left to prove is that the sum on the right
is invariant as well. This sum, viewed as a matrix, is:

4∑
i=1

ci ⊗ ci =


0 0 0 0
0 2 −2 0
0 −2 2 0
0 0 0 0


But this matrix is 4 times the projection onto the determinant subspace of C2 ⊗ C2,

which is invariant under the action of SU2, and this concludes the proof. □

Given a noncrossing partition p ∈ NC(k) and a multi-index j = (j1, . . . , jk), we can
plug j into p in the obvious way, and we define a Kronecker type symbol δpj ∈ {0, 1} by
setting δpj = 1 if any block of p contains identical indices of j, and δpj = 0 otherwise. To
any p ∈ NC(k) we associate an element of M2(C)k, as follows:

cp =
∑
j

δpj cj

Our next goal is to prove that R(cp) is invariant under the action of SU2. We discuss
first the case of the trivial partition, 0k = {{1}, . . . , {k}}. We have:

Proposition 15.7. R(c0k) is invariant under the action of SU2.
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Proof. The partition p = 0k has the particular property that δpj = 1 for any multi-
index j = (j1, . . . , jk). This gives the following formula:

R(c0k) = R

(∑
j

cj

)

= R

(∑
j1...jk

cj1 ⊗ . . .⊗ cjk

)

=
1

2

∑
j1...jk

cj1c
∗
j2
⊗ cj2c∗j3 ⊗ . . .⊗ cjkc

∗
j1

In ordert to compute the above quantity, to any multi-index j = (j1, . . . , jk) we asso-
ciate a multi-index i = (i1, . . . , ik−1) in the following way:

– i1 is such that ci1 = ±cj1c∗j2 ,
– then i2 is such that ci2 = ±cj1c∗j3 ,
...
– and so on up to ik−1, which is such that cik−1

= ±cj1c∗jk .
With this notation, we have the following formulae, where the possible dependences

between the various ± signs are not taken into account:

ci1 = ±cj1c∗j2
c∗i1ci2 = (±cj1c∗j2)

∗(±cj1c∗j3) = ±cj2c
∗
j3

c∗i2ci3 = (±cj1c∗j3)
∗(±cj1c∗j4) = ±cj3c

∗
j4

...

c∗ik−2
cik−1

= (±cj1c∗jk−1
)∗(±cj1c∗jk) = ±cjk−1

c∗jk
c∗ik−1

= (±cj1c∗jk)
∗ = ±cjkc∗j1

By taking the tensor product of all these formulae, we get:

ci1 ⊗ c∗i1ci2 ⊗ . . .⊗ c
∗
ik−2

cik−1
⊗ c∗ik−1

= ±cj1c∗j2 ⊗ cj2c
∗
j3
⊗ . . .⊗ cjkc∗j1

By applying the linear map given by a1 ⊗ . . . ⊗ ak → a1 . . . ak to both sides we see
that the sign on the right is actually +. That is, we have:

ci1 ⊗ c∗i1ci2 ⊗ . . .⊗ c
∗
ik−2

cik−1
⊗ c∗ik−1

= cj1c
∗
j2
⊗ cj2c∗j3 ⊗ . . .⊗ cjkc

∗
j1

We recognize at right the basic summand in the formula of R(c0k). Now it follows from
the definition of i that summing the right terms over all multi-indices j = (j1, . . . , jk) is the
same as summing the left terms over all multi-indices i = (i1, . . . , ik−1), then multiplying
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by 4. Thus, we obtain the following formula:

R(c0k) =
4

2

∑
i1...ik−1

ci1 ⊗ c∗i1ci2 ⊗ . . .⊗ c
∗
ik−2

cik−1
⊗ c∗ik−1

= 2
∑

i1...ik−1

(ci1 ⊗ c∗i1)12(ci2 ⊗ c
∗
i2
)23 . . . (cik−1

⊗ c∗ik−1
)k−1,k

= 2

(∑
i1

ci1 ⊗ c∗i1

)
12

(∑
i2

ci2 ⊗ c∗i2

)
23

. . .

∑
ik−1

cik−1
⊗ c∗ik−1


k−1,k

= 2f12f23 . . . fk−1,k

Now f being invariant under SU2, the same happens for each fi,i+1. Since the invari-
ants form an algebra, the above product is invariant, and this concludes the proof. □

We prove now that the previous result holds not only for c0, but in fact for any cp.
We first introduce some standard combinatorial notations. The Kreweras complement of
a partition p ∈ NC(k) is constructed as follows. Consider the ordered set {1, . . . , k}. At
right of each index i we put an index i′, as to get the following sequence of indices:

1, 1′, 2, 2′, . . . , k, k′

The Kreweras complement pc is then the largest noncrossing partition of the new index
set {1′, . . . , k′}, such that the union of p and pc is noncrossing. We have:

Definition 15.8. For a noncrossing partition p we use the notation

w(p) = 2
l∏

i=1

(
ki−1∏
p=1

fji,pji,p+1

)
where {j11 < . . . < j1k1}, . . . , {jl1 < . . . < jlkl} are the blocks of p, with the convention
that for ki = 1 the product on the right is by definition 1.

Here we use the element f introoduced above, and the leg-numbering notation. Ob-
serve that the element w(p) is well-defined, because the products on the right pairwise
commute. In particular in the case of the partition 1k = {{1, . . . , k}}, we have:

w(1k) = 2
k−1∏
i=1

fi,i+1

Since each fij is invariant under the adjoint action of SU2 and since the invariants
form an algebra, w(p) is also invariant under the adjoint action of SU2. We have:

Proposition 15.9. R(cp), with p ∈ NC(k), is invariant under the action of SU2.
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Proof. The idea is to generalize the proof of the previous result. In particular we
need to generalize the key formula there, namely:

R(c0k) = 2f12f23 . . . fk−1,k

Our claim is that for any noncrossing partition p, we have:

R(cp) = w(pc)

As a first verification, for the trivial partition p = 0k we have p
c = 1k, and the formula

R(cp) = w(pc) follows from the above identities. Also, for the rough partition p = 1k we
have pc = 0k, and the claimed equality follows from:

R(c1k) =
∑
i

R(ci ⊗ . . .⊗ ci)

=
1

2

∑
i

cic
∗
i ⊗ . . .⊗ cic∗i

=
1

2
4(1⊗ . . .⊗ 1)

= w(0k)

In the general case, we can use the same method as before. We have:

R(cp) = R

(∑
j

δpjcj

)

= R

(∑
j1...jk

δpjcj1 ⊗ . . .⊗ cjk

)

=
1

2

∑
j1...jk

δpjcj1c
∗
j2
⊗ cj2c∗j3 ⊗ . . .⊗ cjkc

∗
j1

As before, in the previous proof, to any multi-index j = (j1, . . . , jk) we associate a
multi-index i = (i1, . . . , ik), in the following way:

– i1 is such that ci1 = ±cj1c∗j2 ,
– i2 is such that ci2 = ±cj1c∗j3 ,
...
– and so on up to ik, which is such that cik = ±cjkc∗j1 .
With this notation, and with the observation that the product of all the above ± signs

is actually +, the formula that we established before becomes:

R(cp) =
1

2

∑
j

δpjci1 ⊗ . . .⊗ cik
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Now let l ∈ {1, . . . , k} and assume that it is a last element of a block of pc. Let
l1 < . . . < lx = l be the ordered enumeration of the elements of this block. We have:

cjl1 . . . cjlx = 1

As an illustration here, if l and l + 1 are in the same block of p, then {l} is a one-
element block in pc and il will be such that cil = ±cjlc∗jl+1

= cjlc
∗
jl
= 1. The general case

works by following the same argument as before. We obtain:∑
i

δpicjl1 ⊗ . . .⊗ cjlx = R(c0x)

The point now is that the element R(cp) is the product of the above expressions, over
the blocks of pc. If we denote these blocks by {l11 < . . . < l1x1}, . . . , {lr1 < . . . < lrxr},
we obtain, by using the leg-numbering notation, the following formula:

R(cp) = 21−b
∑
j

r∏
b=1

R(c0xb )lb1...lbxb

= 21−b
∑
j

r∏
b=1

ω(1xb)lb1...lbxb

= w(pc)

All this might seem a bit complicated, and to illustrate the above proof let us perform
explicitly the computation in the case of the following partition:

p = {{1, 5}, {2}, {3, 4}, {6}}
The Kreweras complement of this partition is then pc = {{1, 2, 4}, {3}, {5, 6}}, and

the above method gives the following formula:

R(cp) =
1

2

∑
j1j2j3j4

cj1cj∗2 ⊗ cj2c
∗
j3
⊗ 1⊗ cj3c∗j1 ⊗ cj1c

∗
j4
⊗ cj4c∗j1

=
1

2
4
∑
i1i2i3

ci1 ⊗ c∗i1ci2 ⊗ 1⊗ c∗i2 ⊗ ci3 ⊗ c
∗
i3

= 2
∑
i1i2i3

(ci1 ⊗ c∗i1ci2 ⊗ 1⊗ c∗i2 ⊗ 1⊗ 1)(1⊗ 1⊗ 1⊗ 1⊗ ci3 ⊗ c∗i3)

= 2(f12f24)f56

= w(pc)

Now back to the general case, the formula R(cp) = w(pc) that we established shows
that R(cp) is a product of certain elements fij obtained from f by acting on the various
legs of M2(C)⊗k, and we can conclude as in the proof of the previous result. □

We are now in position of proving our main technical result, as follows:
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Proposition 15.10. R∗ER(cp) = cp.

Proof. This comes from a routine computation, as follows:

(1) To start with, the previous result gives the following formula:

< R∗ER(cp), cj > = < R∗R(cp), cj >

= < R(cp), R(cj) >

=
∑
i

δpi < R(ci), R(cj) >

(2) On the other hand, we have from definitions the following formula:

< cp, cj >= δpj

Since the elements cj span the ambient space, what is left to prove is:∑
i

δpi < R(ci), R(cj) >= δpj

(3) But this can be checked by direct computation. Indeed, from the definition of the
operator R, we get the following formula, for the above scalar products:

< R(ci), R(cj) > =
1

4
< ci1c

∗
i2
⊗ . . .⊗ cikc∗i1 , cj1c

∗
j2
⊗ . . .⊗ cjkc∗j1 >

=
1

4
< ci1c

∗
i2
, cj1c

∗
j2
> . . . < cikc

∗
i1
, cjkc

∗
j1
>

(4) In this latter formula all scalar products are 0, 1 and −1. Now assume that the
indices i1, . . . , ik and j1 are all fixed. If the first scalar product is ±1 then j2 is uniquely
determined, then if the second scalar product is ±1 then j3 is uniquely determined as
well, and so on. Thus for all scalar products to be ±1, the multi-index j is uniquely
determined by the multi-index i, up to a possible choice of the first index j1.

(5) Moreover, each choice of the index j1 leads to a multi-index j = (j1, . . . , jk),
such that all the scalar products are ±1. Indeed, once j2, . . . , jk are chosen as to satisfy
circ

∗
ir+1

= ±cjrc∗jr+1
for r = 1, . . . , k − 1, by multiplying all these formulae we obtain

ci1c
∗
ik
= ±cj1c∗jk , which shows that the last scalar product is ±1 as well.

(6) Summarizing, given a multi-index i = (i1, . . . , ik) and a number s ∈ {1, 2, 3, 4},
there is a unique multi-index j = (j1, . . . , jk) with j1 = s, such that all the above scalar
products are ±1. We use the notation j = i⊕ s, for this multi-index.

(7) In the situation j = i⊕s we have < R(ci), R(cj) >= ±1, and by applying the linear
map given by a1⊗. . .⊗ak → a1 . . . ak to the formula ci1c

∗
i2
⊗. . .⊗cikc∗i1 = ±cj1c

∗
j2
⊗. . .⊗cjkc∗j1

we see that the sign is actually +. Thus we have the following formula:

< R(ci), R(cj) >=

{
1/4 if j = i⊕ s for some s ∈ {1, 2, 3, 4}
0 otherwise
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(8) We can come back now to the missing formula. We have:∑
i

δpi < R(ci), R(cj) >=
1

4

4∑
s=1

δpi

Our claim is that we have δpi = δpj, for any partition p. Indeed, this follows from the
fact that for r < s we have ir = is if and only if the product of citc

∗
it+1

over t = r, . . . , s−1
equals ±1, and a similar statement holds for the multi-index j.

(9) We can now conclude the proof. By using δpi = δpj, we get:∑
i

δpi < R(ci), R(cj) >=
1

4

4∑
s=1

δpj = δpj

But this is the formula that we wanted to prove, so we are done. □

Still following [16], we can now prove our main result, as follows:

Theorem 15.11. The Pauli representation of C(S+
4 ) is faithful.

Proof. We denote as usual by c1, . . . , c4 the Pauli matrices, and we let e1, . . . , e4 be
the standard basis of C4. For a multi-index i = (i1, . . . , ik), we set:

ei = ei1 ⊗ . . .⊗ eik , ci = ci1 ⊗ . . .⊗ cik
Each partition p ∈ NC(k) creates two tensors, in the following way:

ep =
∑
i

δpi ei , cp =
∑
i

δpi ci

Consider the following 4k × 4k matrices, with entries labeled by multi-indices i, j:

Pij = tr

(∫
πi1j1 . . . πikjk

)
, Uij =

(∫
ui1j1 . . . uikjk

)
According to Proposition 15.5, we have the following formula:

Pij =< ci, R
∗ER(cj) >

Now let Φ be the linear map (C4)⊗k →M2(C)⊗k given by Φ(ei) = ci. In terms of this
map, the above equation can be rephrased as follows:

Pij =< ei,Φ
∗R∗ERΦ(ej) >

According to our results above, it is enough to prove that we have P = U . But U is
the orthogonal projection of (C4)⊗k onto the following space:

Se = span
{
ep

∣∣∣p ∈ NC(k)}
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Thus what we have to prove is that Φ∗R∗ERΦ is the projection onto Se. But this is
equivalent to proving that R∗ER is the projection onto the following space:

Sc = span
{
cp

∣∣∣p ∈ NC(k)}
We know that R∗ER(cp) = cp, for all p ∈ NC(k). But this implies that R∗ER

restricted to Sc is the identity. This vector space has dimension the Catalan number
Ck, and this is exactly the rank of the operator E. Therefore Sc has to be the image
of R∗ER. Now since R∗ER is self-adjoint, and is the identity on its image, it is the
orthogonal projection onto Sc, and this concludes the proof. □

This was for the result from [16]. There are of course many other proofs for the above
result, and generalizations. A purely algebraic proof, based on S+

4 = SO−1
3 , is explained

in [8], and further generalizations are discussed in [12]. We will discuss in a moment a
generalization of this, from [22], which is analytic, along the above lines.

15b. ADE models

We know from the above, based on [16], that we have a stationary matrix model for
the algebra C(S+

4 ). In view of [8], this suggests the following conjecture:

Conjecture 15.12. Given a quantum permutation group of 4 points,

G ⊂ S+
4 ≃ SO−1

3

coming by twisting a usual ADE subgroup of the group SO3,

H ⊂ SO3

the restriction of the Pauli model for C(S+
4 ), with fibers coming from the elements of

H ⊂ SO3, has the algebra C(G) as Hopf image.

To be more precise, the main result from the previous section tells us that the con-
jecture holds for G = S+

4 itself. Indeed, here we have H = SO3, so the corresponding
restriction of the Pauli model for C(S+

4 ) is the Pauli model itself, and this model being
stationary, its Hopf image is the algebra C(S+

4 ) itself, as stated.

In general, the above conjecture does not look that scary, because the same methods
used for S+

4 can be used for any subgroup G ⊂ S+
4 . However, the problem is that, unless

a global method in order to uniformly deal with the problem is found, this would need a
case-by-case study depending on G ⊂ S+

4 , which looks quite time-consuming.

Finally, let us mention that such models would be extremely useful, in connection with
a wide array of analytic questions. For a discussion here, see McCarthy [74].
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15c. Weyl matrices

Following [16], [22], let us discuss now some further examples of stationary models,
related to the Pauli matrices, and Weyl matrices. We first have:

Definition 15.13. Given a finite abelian group H, the associated Weyl matrices are

Wia : eb →< i, b > ea+b

where i ∈ H, a, b ∈ Ĥ, and where (i, b)→< i, b > is the Fourier coupling H × Ĥ → T.

As a basic example, consider the cyclic group H = Z2 = {0, 1}. Here the Fourier
coupling is given by < i, b >= (−1)ib, and so the Weyl matrices act via:

W00 : eb → eb , W10 : eb → (−1)beb

W11 : eb → (−1)beb+1 , W01 : eb → eb+1

Thus, we have the following formulae:

W00 =

(
1 0
0 1

)
, W10 =

(
1 0
0 −1

)

W11 =

(
0 −1
1 0

)
, W01 =

(
0 1
1 0

)
We recognize here, up to some multiplicative factors, the four Pauli matrices. Now

back to the general case, we have the following well-known result:

Proposition 15.14. The Weyl matrices are unitaries, and satisfy:

(1) W ∗
ia =< i, a > W−i,−a.

(2) WiaWjb =< i, b > Wi+j,a+b.
(3) WiaW

∗
jb =< j − i, b > Wi−j,a−b.

(4) W ∗
iaWjb =< i, a− b > Wj−i,b−a.

Proof. The unitarity follows from (3,4), and the rest of the proof goes as follows:

(1) We have indeed the following computation:

W ∗
ia =

(∑
b

< i, b > Ea+b,b

)∗

=
∑
b

< −i, b > Eb,a+b

=
∑
b

< −i, b− a > Eb−a,b

= < i, a > W−i,−a
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(2) Here the verification goes as follows:

WiaWjb =

(∑
d

< i, b+ d > Ea+b+d,b+d

)(∑
d

< j, d > Eb+d,d

)
=

∑
d

< i, b >< i+ j, d > Ea+b+d,d

= < i, b > Wi+j,a+b

(3,4) By combining the above two formulae, we obtain:

WiaW
∗
jb = < j, b > WiaW−j,−b

= < j, b >< i,−b > Wi−j,a−b

We obtain as well the following formula:

W ∗
iaWjb = < i, a > W−i,−aWjb

= < i, a >< −i, b > Wj−i,b−a

But this gives the formulae in the statement, and we are done. □

With n = |H|, we can use an isomorphism l2(Ĥ) ≃ Cn as to view each Wia as a usual
matrix, Wia ∈Mn(C), and hence as a usual unitary, Wia ∈ Un. Also, given a vector ξ, we
denote by Proj(ξ) the orthogonal projection onto Cξ. Following [22], we have:

Proposition 15.15. Given a closed subgroup E ⊂ Un, we have a representation

πH : C(S+
N)→MN(C(E))

wia,jb → [U → Proj(WiaUW
∗
jb)]

where n = |H|, N = n2, and where Wia are the Weyl matrices associated to H.

Proof. The Weyl matrices being given by Wia : eb →< i, b > ea+b, we have:

tr(Wia) =

{
1 if (i, a) = (0, 0)

0 if (i, a) ̸= (0, 0)

Together with the formulae in Proposition 15.14, this shows that the Weyl matrices
are pairwise orthogonal with respect to the following scalar product on Mn(C):

< x, y >= tr(xy∗)

Thus, these matrices form an orthogonal basis of Mn(C), consisting of unitaries:

W =
{
Wia

∣∣∣i ∈ H, a ∈ Ĥ}
Thus, each row and each column of the matrix ξia,jb = WiaUW

∗
jb is an orthogonal basis

of Mn(C), and so the corresponding projections form a magic unitary, as claimed. □

We will need the following well-known result:



15C. WEYL MATRICES 359

Proposition 15.16. With T = Proj(x1) . . . P roj(xp) and ||xi|| = 1 we have

< Tξ, η >=< ξ, xp >< xp, xp−1 > . . . < x2, x1 >< x1, η >

for any ξ, η. In particular, we have:

Tr(T ) =< x1, xp >< xp, xp−1 > . . . < x2, x1 >

Proof. For ||x|| = 1 we have Proj(x)ξ =< ξ, x > x. This gives:

Tξ = Proj(x1) . . . P roj(xp)ξ

= Proj(x1) . . . P roj(xp−1) < ξ, xp > xp

= Proj(x1) . . . P roj(xp−2) < ξ, xp >< xp, xp−1 > xp−1

= . . .

= < ξ, xp >< xp, xp−1 > . . . < x2, x1 > x1

Now by taking the scalar product with η, this gives the first assertion. As for the
second assertion, this follows from the first assertion, by summing over ξ = η = ei. □

Now back to the Weyl matrix models, let us first compute Tp. We have:

Proposition 15.17. We have the formula

(Tp)ia,jb =
1

N
< i1, a1 − ap > . . . < ip, ap − ap−1 >< j1, b1 − b2 > . . . < jp, bp − b1 >∫

E

tr(Wi1−i2,a1−a2UWj2−j1,b2−b1U
∗) . . . tr(Wip−i1,ap−a1UWj1−jp,b1−bpU

∗)dU

with all the indices varying in a cyclic way.

Proof. By using the trace formula in Proposition 15.16, we obtain:

(Tp)ia,jb

=

(
tr ⊗

∫
E

)(
Proj(Wi1a1UW

∗
j1b1

) . . . P roj(WipapUW
∗
jpbp)

)
=

1

N

∫
E

< Wi1a1UW
∗
j1b1

,WipapUW
∗
jpbp > . . . < Wi2a2UW

∗
j2b2

,Wi1a1UW
∗
j1b1

> dU

In order to compute now the scalar products, observe that we have:

< WiaUW
∗
jb,WkcUW

∗
ld > = tr(WjbU

∗W ∗
iaWkcUW

∗
ld)

= tr(W ∗
iaWkcUW

∗
ldWjbU

∗)

= < i, a− c >< l, d− b > tr(Wk−i,c−aUWj−l,b−dU
∗)

By plugging these quantities into the formula of Tp, we obtain the result. □

Consider now the Weyl group W = {Wia} ⊂ Un, that we already met in the proof of
Proposition 15.15. We have the following result, from [22]:
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Theorem 15.18. For any compact group W ⊂ E ⊂ Un, the model

πH : C(S+
N)→MN(C(E))

wia,jb → [U → Proj(WiaUW
∗
jb)]

constructed above is stationary on its image.

Proof. We must prove that we have T 2
p = Tp. We have:

(T 2
p )ia,jb

=
∑
kc

(Tp)ia,kc(Tp)kc,jb

=
1

N2

∑
kc

< i1, a1 − ap > . . . < ip, ap − ap−1 >< k1, c1 − c2 > . . . < kp, cp − c1 >

< k1, c1 − cp > . . . < kp, cp − cp−1 >< j1, b1 − b2 > . . . < jp, bp − b1 >∫
E

tr(Wi1−i2,a1−a2UWk2−k1,c2−c1U
∗) . . . tr(Wip−i1,ap−a1UWk1−kp,c1−cpU

∗)dU∫
E

tr(Wk1−k2,c1−c2VWj2−j1,b2−b1V
∗) . . . tr(Wkp−k1,cp−c1VWj1−jp,b1−bpV

∗)dV

By rearranging the terms, this formula becomes:

(T 2
p )ia,jb

=
1

N2
< i1, a1 − ap > . . . < ip, ap − ap−1 >< j1, b1 − b2 > . . . < jp, bp − b1 >∫

E

∫
E

∑
kc

< k1 − kp, c1 − cp > . . . < kp − kp−1, cp − cp−1 >

tr(Wi1−i2,a1−a2UWk2−k1,c2−c1U
∗)tr(Wk1−k2,c1−c2VWj2−j1,b2−b1V

∗)

. . . . . .

tr(Wip−i1,ap−a1UWk1−kp,c1−cpU
∗)tr(Wkp−k1,cp−c1VWj1−jp,b1−bpV

∗)dUdV

Let us denote by I the above double integral. By using W ∗
kc =< k, c > W−k,−c for

each of the couplings, and by moving as well all the U∗ variables to the left, we obtain:

I =

∫
E

∫
E

∑
kc

tr(U∗Wi1−i2,a1−a2UWk2−k1,c2−c1)tr(W
∗
k2−k1,c2−c1VWj2−j1,b2−b1V

∗)

. . . . . .

tr(U∗Wip−i1,ap−a1UWk1−kp,c1−cp)tr(W
∗
k1−kp,c1−cpVWj1−jp,b1−bpV

∗)dUdV
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In order to perform now the sums, we use the following formula:

tr(AWkc)tr(W
∗
kcB) =

1

N

∑
qrst

Aqr(Wkc)rq(W
∗
kc)stBts

=
1

N

∑
qrst

Aqr < k, q > δr−q,c < k,−s > δt−s,cBts

=
1

N

∑
qs

< k, q − s > Aq,q+cBs+c,s

If we denote by Ax, Bx the variables which appear in the formula of I, we have:

I

=
1

Np

∫
E

∫
E

∑
kcqs

< k2 − k1, q1 − s1 > . . . < k1 − kp, qp − sp >

(A1)q1,q1+c2−c1(B1)s1+c2−c1,s1 . . . (Ap)qp,qp+c1−cp(Bp)sp+c1−cp,sp

=
1

Np

∫
E

∫
E

∑
kcqs

< k1, qp − sp − q1 + s1 > . . . < kp, qp−1 − sp−1 − qp + sp >

(A1)q1,q1+c2−c1(B1)s1+c2−c1,s1 . . . (Ap)qp,qp+c1−cp(Bp)sp+c1−cp,sp

Now observe that we can perform the sums over k1, . . . , kp. We obtain in this way a
multiplicative factor np, along with the condition:

q1 − s1 = . . . = qp − sp

Thus we must have qx = sx + a for a certain a, and the above formula becomes:

I =
1

np

∫
E

∫
E

∑
csa

(A1)s1+a,s1+c2−c1+a(B1)s1+c2−c1,s1 . . . (Ap)sp+a,sp+c1−cp+a(Bp)sp+c1−cp,sp

Consider now the variables rx = cx+1 − cx, which altogether range over the set Z of
multi-indices having sum 0. By replacing the sum over cx with the sum over rx, which
creates a multiplicative n factor, we obtain the following formula:

I =
1

np−1

∫
E

∫
E

∑
r∈Z

∑
sa

(A1)s1+a,s1+r1+a(B1)s1+r1,s1 . . . (Ap)sp+a,sp+rp+a(Bp)sp+rp,sp

For an arbitrary multi-index r, we have the following formula:

δ∑
i ri,0

=
1

n

∑
i

< i, r1 > . . . < i, rp >
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Thus, we can replace the sum over r ∈ Z by a full sum, as follows:

I =
1

np

∫
E

∫
E

∑
rsia

< i, r1 > (A1)s1+a,s1+r1+a(B1)s1+r1,s1

. . . . . .

< i, rp > (Ap)sp+a,sp+rp+a(Bp)sp+rp,sp

In order to “absorb” now the indices i, a, we can use the following formula:

W ∗
iaAWia

=

(∑
b

< i,−b > Eb,a+b

)(∑
bc

Ea+b,a+cAa+b,a+c

)(∑
c

< i, c > Ea+c,c

)
=

∑
bc

< i, c− b > EbcAa+b,a+c

Thus we have the following formula:

(W ∗
iaAWia)bc =< i, c− b > Aa+b,a+c

With this in hand, our formula becomes:

I

=
1

np

∫
E

∫
E

∑
rsia

(W ∗
iaA1Wia)s1,s1+r1(B1)s1+r1,s1 . . . (W

∗
iaApWia)sp,sp+rp(Bp)sp+rp,sp

=

∫
E

∫
E

∑
ia

tr(W ∗
iaA1WiaB1) . . . . . . tr(W

∗
iaApWiaBp)

Now by replacing Ax, Bx with their respective values, we obtain:

I =

∫
E

∫
E

∑
ia

tr(W ∗
iaU

∗Wi1−i2,a1−a2UWiaVWj2−j1,b2−b1V
∗)

. . . . . .

tr(W ∗
iaU

∗Wip−i1,ap−a1UWiaVWj1−jp,b1−bpV
∗)dUdV

By moving the W ∗
iaU

∗ variables at right, we obtain, with Sia = UWiaV :

I =
∑
ia

∫
E

∫
E

tr(Wi1−i2,a1−a2SiaWj2−j1,b2−b1S
∗
ia)

. . . . . .

tr(Wip−i1,ap−a1SiaWj1−jp,b1−bpS
∗
ia)dUdV

Now since Sia is Haar distributed when U, V are Haar distributed, we obtain:

I = N

∫
E

∫
E

tr(Wi1−i2,a1−a2UWj2−j1,b2−b1U
∗) . . . tr(Wip−i1,ap−a1UWj1−jp,b1−bpU

∗)dU
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But this is exactly N times the integral in the formula of (Tp)ia,jb, from Proposition
15.17. Since the N factor cancels with one of the two N factors that we found in the
beginning of the proof, when first computing (T 2

p )ia,jb, we are done. □

As an illustration for the above result, going back to [16], we have:

Theorem 15.19. We have a stationary matrix model

π : C(S+
4 ) ⊂M4(C(SU2))

given on the standard coordinates by the formula

π(uij) = [x→ Proj(cixcj)]

where x ∈ SU2, and c1, c2, c3, c4 are the Pauli matrices.

Proof. As already explained in the comments following Definition 15.13, the Pauli
matrices appear as particular cases of the Weyl matrices:

W00 =

(
1 0
0 1

)
, W10 =

(
1 0
0 −1

)
W11 =

(
0 −1
1 0

)
, W01 =

(
0 1
1 0

)
Thus, Theorem 15.18 produces in this case the model in the statement. □

Observe that, since the projection Proj(cixcj) depends only on the image of x in the
quotient SU2 → SO3, we can replace the model space SU2 by the smaller space SO3.
This can be used in conjunction with the isomorphism S+

4 ≃ SO−1
3 , and as explained in

[8], our model becomes in this way something more conceptual, as follows:

π : C(SO−1
3 ) ⊂M4(C(SO3))

As a philosophical conclusion, to this and to some previous findings as well, no matter
what we do, we always end up getting back to SU2, SO3. Thus, we are probably doing
some physics here. This is indeed the case, the above computations being closely related to
the standard computations for the Ising and Potts models. The general relation, however,
between quantum permutations and lattice models, is not axiomatixed yet.

15d. Cocyclic models

Following [22], let us discuss now some interesting generalizations of the Weyl matrix
models. We will need the following standard definition:

Definition 15.20. A 2-cocycle on a group G is a function σ : G×G→ T satisfying:

σ(gh, k)σ(g, h) = σ(g, hk)σ(h, k) , σ(g, 1) = σ(1, g) = 1

The algebra C∗(G), with multiplication given by g ·h = σ(g, h)gh, and with the involution
making the standard generators g ∈ C∗

σ(G) unitaries, is denoted C
∗
σ(G).
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As explained in [22], we have the following general construction:

Proposition 15.21. Given a finite group G = {g1, . . . , gN} and a 2-cocycle on it,
σ : G×G→ T, we have a matrix model as follows,

π : C(S+
N)→MN(C(E)) , wij → [x→ Proj(gixg

∗
j )]

for any closed subgroup E ⊂ UA, where A = C∗
σ(G).

Proof. This is clear from definitions, because the standard generators {g1, . . . , gN}
are pairwise orthogonal with respect to the canonical trace of A. See [22]. □

In order to investigate the stationarity of π, we will use:

Proposition 15.22. We have the formula

(Tp)i1...ip,j1...jp = σ(i1, i
−1
1 i2) . . . σ(ip, i−1

p i1) · σ(j2, j−1
2 j1) . . . σ(j1, j

−1
1 jp)

1

N

∫
E

tr(gi−1
1 i2

xgj−1
2 j1

x∗) . . . . . . tr(gi−1
p i1

xgj−1
1 jp

x∗)dx

with all the indices varying in a cyclic way.

Proof. According to the definition of Tp, we have the following formula:

(Tp)i1...ip,j1...jp =

(
tr ⊗

∫
E

)(
Proj(gi1xg

∗
j1
) . . . P roj(gipxg

∗
jp)
)
dx

=
1

N

∫
E

< gi1xg
∗
j1
, gi2xg

∗
j2
> . . . < gipxg

∗
jp , gi1xg

∗
j1
> dx

In order to compute the scalar products, we can use the following formula:

gigi−1k = σ(i, i−1k)gk

Indeed, we obtain from this the following formula:

g∗i gk = σ(i, i−1k)gi−1k

We therefore obtain the following formula, for the above scalar products:

< gixg
∗
j , gkxg

∗
l > = tr(gjx

∗g∗i gkxg
∗
l )

= tr(g∗i gkxg
∗
l gjx

∗)

= σ(i, i−1k) · σ(l, l−1j) · tr(gi−1kxgl−1jx
∗)

By plugging these quantities into the formula of Tp, we obtain the result. □

We have the following result, which generalizes our previous computations:

Theorem 15.23. For any intermediate closed subgroup G ⊂ E ⊂ UA, the model

π : C(S+
N)→MN(C(E))

constructed above is stationary on its image.
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Proof. We use the formula in Proposition 15.22. Let us write (Tp)ij = ρ(i, j)(T ◦
p )ij,

where ρ(i, j) is the product of σ terms appearing there. We have:

(T 2
p )ij =

∑
k

(Tp)ik(Tp)kj

=
∑
k

ρ(i, k)ρ(k, j)(T ◦
p )ik(T

◦
p )kj

Let us first compute the ρ term. We have:

ρ(i, k)ρ(k, j) = σ(i1, i
−1
1 i2) . . . σ(ip, i−1

p i1) · σ(k2, k−1
2 k1) . . . σ(k1, k

−1
1 kp)

σ(k1, k
−1
1 k2) . . . σ(kp, k−1

p k1) · σ(j2, j−1
2 j1) . . . σ(j1, j

−1
1 jp)

= σ(i, j) · σ(k2, k−1
2 k1) · σ(k1, k−1

1 k2) . . . . . . σ(k1, k
−1
1 kp) · σ(kp, k−1

p k1)

In order to compute now this quantity, observe that by multiplying the formulae
σ(i, i−1k)g∗i gk = gi−1k and σ(k, k−1i)g∗kgi = gk−1i we obtain the following formula:

σ(i, i−1k)σ(k, k−1i) = σ(i−1k, k−1i)

Thus, our expression further simplifies, as follows:

ρ(i, k)ρ(k, j) = σ(i, j) · σ(k−1
2 k1, k

−1
1 k2) . . . . . . σ(k

−1
1 kp, k−1

p k1)

On the other hand, the T ◦ term can be written as follows:

(T ◦
p )ik(T

◦
p )kj =

1

N2

∫
E

∫
E

tr(gi−1
1 i2

xgk−1
2 k1

x∗)tr(gk−1
1 k2

ygj−1
2 j1

y∗)

. . . . . .

tr(gi−1
p i1

xgk−1
1 k1p

x∗)tr(gk−1
p k1

ygj−1
1 jp

y∗)dxdy

We therefore conclude that we have the following formula:

(T 2
p )ij =

σ(i, j)

N2

∫
E

∫
E

∑
k1...kp

σ(k−1
2 k1, k

−1
1 k2)tr(gi−1

1 i2
xgk−1

2 k1
x∗)tr(gk−1

1 k2
ygj−1

2 j1
y∗)

...

σ(k−1
1 kp, k−1

p k1)tr(gi−1
p i1

xgk−1
1 kp

x∗)tr(gk−1
p k1

ygj−1
1 jp

y∗)dxdy

By using now g∗i = σ(i, i−1)gi−1 , and moving as well the x∗ variables at left, we obtain:

(T 2
p )ij =

σ(i, j)

N2

∫
E

∫
E

∑
k1...kp

tr(x∗gi−1
1 i2

xgk−1
2 k1

)tr(g∗
k−1
2 k1

ygj−1
2 j1

y∗)

...

tr(x∗gi−1
p i1

xgk−1
1 kp

)tr(g∗
k−1
1 kp

ygj−1
1 jp

y∗)dxdy
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We can compute the products of traces by using the following formula:

tr(Agk)tr(g
∗
kB) =

∑
qs

< gq, Agk >< gs, g
∗
kB >

=
∑
qs

tr(g∗qAgk)tr(g
∗
sg

∗
kB)

Thus are left with an integral involving the variable z = xy, which gives T ◦
p . □

Let us discuss now the relationship with the Weyl matrices. We have:

Proposition 15.24. Given a finite abelian group H, consider the product G = H×Ĥ,
and endow it with its standard Fourier cocycle.

(1) With E = Un, where n = |H|, the model π : C(S+
N) → MN(C(Un)) constructed

above, where N = n2, is the Weyl matrix model associated to H.
(2) When assuming in addition that H is cyclic, H = Zn, we obtain in this way the

matrix model for C(S+
N) coming from the usual Weyl matrices.

(3) In the particular case H = Z2, the model π : C(S+
4 ) → MN(C(U2)) constructed

above is the matrix model for C(S+
4 ) coming from the Pauli matrices.

Proof. All this is well-known. The general construction in Proposition 15.21 came
in fact by successively generalizing (3) → (2) → (1), and then by performing one more

generalization, with G = H × Ĥ with its standard Fourier cocycle being replaced by an
arbitrary finite group G, with a 2-cocycle on it. For full details here, see [22]. □

Regarding now the associated quantum permutation groups, in the general context of
Proposition 15.21, we have the following result:

Theorem 15.25. For a generalized Weyl matrix model, as in Proposition 15.21, the
moments of the main character of the associated quantum group are

cp =
1

N

◦∑
j1...jp

∫
E

tr(gj1xg
∗
j1
x∗) . . . tr(gjpxg

∗
jpx

∗)dx

where ◦ means that the indices are subject to the condition j1 . . . jp = 1.

Proof. According to Proposition 15.21 and to Proposition 15.22, the moments of the
main character are the following numbers:

cp =
1

N

∑
i1...ip

σ(i1, i
−1
1 i2) . . . σ(ip, i−1

p i1) · σ(i2, i−1
2 i1) . . . σ(i1, i

−1
1 ip)∫

E

tr(gi−1
1 i2

xgi−1
2 i1

x∗) . . . . . . tr(gi−1
p i1

xgi−1
1 ip

x∗)dx
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We can compact the cocycle part by using the following formulae:

σ(ip, i
−1
p ip+1)σ(ip+1, i

−1
p+1ip) = σ(ip+1, i

−1
p+1ip · i−1

p ip+1)σ(i
−1
p+1ip, i

−1
p ip+1)

= σ(ip+1, 1)σ(i
−1
p+1ip, i

−1
p ip+1)

= σ(i−1
p+1ip, i

−1
p ip+1)

Thus, in terms of the indices j1 = i−1
1 i2, . . . , jp = i−1

p i1, which are subject to the
condition j1 . . . jp = 1, we have the following formula:

cp =
1

N

◦∑
j1...jp

σ(j−1
1 , j1) . . . σ(j−1

p , jp)

∫
E

tr(gj1xgj−1
1
x∗) . . . tr(gjpxgj−1

p
x∗)dx

Here the ◦ symbol above the sum is there for reminding us that the indices are subject
to the condition j1 . . . jp = 1. We can use now the following formula:

g∗j = σ(j−1, j)gj−1

We therefore obtain the following formula:

cp =
1

N

◦∑
j1...jp

∫
E

tr(gj1xg
∗
j1
x∗) . . . tr(gjpxg

∗
jpx

∗)dx

Thus, we have obtained the formula in the statement. □

It is quite unclear whether the above formula further simplifies, in general. In the
context of the Fourier cocycles, as in Proposition 15.24, it is possible to pass to a plain
sum, by inserting a certain product of multiplicative factors c(j1) . . . c(jp), which equals 1
when j1 . . . jp = 1, and the computation can be finished as follows:

cp =
1

N

∫
E

(∑
j

c(j)tr(gjxg
∗
jx

∗)

)p

dx

=
1

N

∫
E

tr(xx∗)dx

Thus, the law of the main character of the corresponding quantum group coincides
with the law of the main character of PE. All this suggests that the quantum group
associated to a Weyl matrix model, as above, should appear as a suitable twist of PE.

In addition, we believe that in the case where E is easy these examples should be
covered by a suitable projective extension of the Schur-Weyl twisting procedure.
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15e. Exercises

Things have been quite technical in this chapter, and as an instructive exercise, coming
as a complement to the various questions raised above, we have:

Exercise 15.26. Develop of theory of matrix models for the ADE subgroups

G ⊂ S+
4

by suitably restricting the parameter space of the Pauli representation.

To be more precise, assuming that G = H ′ comes as a twist of a subgroup H ⊂ SO3,
the problem is that of proving that when restricting to H the model space of the Pauli
representation, the Hopf image of the representation that we obtain is C(G).



CHAPTER 16

Fourier models

16a. Hadamard matrices

Time to finish this book, and we kept the best for the end. Following [9], [32] and
related papers, we will discuss now the Hadamard matrix models, which came first, his-
torically speaking, and which are of particular importance. Let us start with:

Definition 16.1. A complex Hadamard matrix is a square matrix

H ∈MN(C)
whose entries are on the unit circle, and whose rows are pairwise orthogonal.

Observe that the orthogonality condition tells us that the rescaled matrix U = H/
√
N

must be unitary. Thus, these matrices form a real algebraic manifold, given by:

XN =MN(T) ∩
√
NUN

The basic example is the Fourier matrix, FN = (wij) with w = e2πi/N . With indices
i, j ∈ {0, 1, . . . , N − 1}, this matrix is as follows:

FN =


1 1 1 . . . 1
1 w w2 . . . wN−1

1 w2 w4 . . . w2(N−1)

...
...

...
...

1 wN−1 w2(N−1) . . . w(N−1)2


More generally, we have as example the Fourier coupling of any finite abelian group

G, regarded via the isomorphism G ≃ Ĝ as a square matrix, as follows:

Theorem 16.2. Given a finite abelian group G, with dual group Ĝ = {χ : G → T},
consider the Fourier coupling FG : G× Ĝ→ T, given by (i, χ)→ χ(i).

(1) Via the standard isomorphism G ≃ Ĝ, this Fourier coupling can be regarded as a
square matrix, FG ∈MG(T), which is a complex Hadamard matrix.

(2) For the cyclic group G = ZN we obtain in this way, via the standard identification
ZN = {1, . . . , N}, the standard Fourier matrix, FN = (wij) with w = e2πi/N .

(3) In general, when using a decomposition G = ZN1 × . . .× ZNk
, the corresponding

Fourier matrix is given by FG = FN1 ⊗ . . .⊗ FNk
.

369
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Proof. This follows indeed from some basic facts from group theory:

(1) With the identification G ≃ Ĝ made our matrix is given by (FG)iχ = χ(i), and the
scalar products between the rows are computed as follows:

< Ri, Rj > =
∑
χ

χ(i)χ(j)

=
∑
χ

χ(i− j)

= |G| · δij
Thus, we obtain indeed a complex Hadamard matrix.

(2) This follows from the well-known and elementary fact that, via the identifications

ZN = ẐN = {1, . . . , N}, the Fourier coupling here is as follows, with w = e2πi/N :

(i, j)→ wij

(3) We use here the following well-known formula, for the duals of products:

Ĥ ×K = Ĥ × K̂

At the level of the corresponding Fourier couplings, we obtain from this:

FH×K = FH ⊗ FK
Now by decomposing G into cyclic groups, as in the statement, and by using (2) for

the cyclic components, we obtain the formula in the statement. □

In relation with the quantum groups, the starting observation is as follows:

Proposition 16.3. If H ∈MN(C) is Hadamard, the rank one projections

Pij = Proj

(
Hi

Hj

)
where H1, . . . , HN ∈ TN are the rows of H, form a magic unitary.

Proof. This is clear, the verification for the rows being as follows:〈
Hi

Hj

,
Hi

Hk

〉
=

∑
l

Hil

Hjl

· Hkl

Hil

=
∑
l

Hkl

Hjl

= Nδjk
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The verification for the columns is similar, as follows:〈
Hi

Hj

,
Hk

Hj

〉
=

∑
l

Hil

Hjl

· Hjl

Hkl

=
∑
l

Hil

Hkl

= Nδik

Thus, we have indeed a magic unitary, as claimed. □

We can proceed now in the same way as we did with the Weyl matrices, namely by
constructing a model of C(S+

N), and performing the Hopf image construction:

Definition 16.4. To any Hadamard matrix H ∈ MN(C) we associate the quantum
permutation group G ⊂ S+

N given by the fact that C(G) is the Hopf image of

π : C(S+
N)→MN(C) , uij → Proj

(
Hi

Hj

)
where H1, . . . , HN ∈ TN are the rows of H.

Summarizing, we have a construction H → G, and our claim is that this construction
is something really useful, with G encoding the combinatorics of H. To be more precise,
our claim is that “H can be thought of as being a kind of Fourier matrix for G”.

This is of course quite interesting, philosophically speaking. There are several results
supporting this, with the main evidence coming from the following result, coming from
[12], which collects the basic known results regarding the construction:

Theorem 16.5. The construction H → G has the following properties:

(1) For a Fourier matrix H = FG we obtain the group G itself, acting on itself.
(2) For H ̸∈ {FG}, the quantum group G is not classical, nor a group dual.
(3) For a tensor product H = H ′ ⊗H ′′ we obtain a product, G = G′ ×G′′.

Proof. All this material is standard, and elementary, as follows:

(1) Let us first discuss the cyclic group case, where our Hadamard matrix is a usual
Fourier matrix, H = FN . Here the rows of H are given by Hi = ρi, where:

ρ = (1, w, w2, . . . , wN−1)

Thus, we have the following formula, for the associated magic basis:

Hi

Hj

= ρi−j

It follows that the corresponding rank 1 projections Pij = Proj(Hi/Hj) form a cir-
culant matrix, all whose entries commute. Since the entries commute, the corresponding
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quantum group must satisfy G ⊂ SN . Now by taking into account the circulant property
of P = (Pij) as well, we are led to the conclusion that we have:

G = ZN
In the general case now, where H = FG, with G being an arbitrary finite abelian

group, the result can be proved either by extending the above proof, of by decomposing
G = ZN1 × . . .× ZNk

and using (3) below, whose proof is independent from the rest.

(2) This is something more tricky, needing some general study of the representations
whose Hopf images are commutative, or cocommutative.

(3) Assume that we have a tensor product H = H ′ ⊗ H ′′, and let G,G′, G′′ be the
associated quantum permutation groups. We have then a diagram as follows:

C(S+
N ′)⊗ C(S+

N ′′) // C(G′)⊗ C(G′′) // MN ′(C)⊗MN ′′(C)

��
C(S+

N)

OO

// C(G) // MN(C)

Here all the maps are the canonical ones, with those on the left and on the right
coming from N = N ′N ′′. At the level of standard generators, the diagram is as follows:

u′ij ⊗ u′′ab // w′
ij ⊗ w′′

ab
// P ′
ij ⊗ P ′′

ab

��
uia,jb

OO

// wia,jb // Pia,jb

Now observe that this diagram commutes. We conclude that the representation asso-
ciated to H factorizes indeed through C(G′)⊗ C(G′′), and this gives the result. □

At a more abstract level, one interesting question is that of abstractly characterizing
the magic matrices coming from the complex Hadamard matrices. We have here:

Proposition 16.6. Given an Hadamard matrix H ∈MN(C), the vectors

ξij =
Hi

Hj

on which the magic unitary entries Pij project, have the following properties:

(1) ξii = ξ is the all-one vector.
(2) ξijξjk = ξik, for any i, j, k.
(3) ξijξkl = ξilξkj, for any i, j, k, l.

Proof. All these assertions are trivial, by using the formula ξij = Hi/Hj. □



16A. HADAMARD MATRICES 373

Let us call now magic basis of a given Hilbert space H any square array of vectors
ξ ∈MN(H), all whose rows and columns are orthogonal bases of H. With this convention,
the above observations lead to the following result, at the magic basis level:

Theorem 16.7. The magic bases ξ ∈MN(S
N−1
C ) coming from the complex Hadamard

matrices are those having the following properties:

(1) We have ξij ∈ TN , after a suitable rescaling.
(2) The conditions in Proposition 16.6 are satisfied.

Proof. By using the multiplicativity conditions (1,2,3) in Proposition 16.6, we con-
clude that, up to a rescaling, we must have ξij = ξi/ξj, where ξ1, . . . , ξN is the first row
of the magic basis. Together with our assumption ξij ∈ TN , this gives the result. □

At the general level now, regarding the representation theory of the quantum groups
associated to the Hadamard matrices, we have the following result, from [12]:

Theorem 16.8. The Tannakian category of the quantum group G ⊂ S+
N associated to

a complex Hadamard matrix H ∈MN(C) is given by

T ∈ Hom(u⊗k, u⊗l) ⇐⇒ T ◦Gk+2 = Gl+2T ◦

where the objects on the right are constructed as follows:

(1) T ◦ = id⊗ T ⊗ id.
(2) Gjb

ia =
∑

kHikH̄jkH̄akHbk.

(3) Gk
i1...ik,j1...jk

= G
jkjk−1

ikik−1
. . . Gj2j1

i2i1
.

Proof. We use the Tannakian result for the Hopf image of a representation, discussed
in chapter 13. With the notations here, we have the following formula:

Hom(u⊗k, u⊗l) = Hom(U⊗k, U⊗l)

The vector space on the right consists by definition of the complex N l ×Nk matrices
T , satisfying the following relation:

TU⊗k = U⊗lT

If we denote this equality by L = R, the left term L is given by:

Lij = (TU⊗k)ij

=
∑
a

TiaU
⊗k
aj

=
∑
a

TiaUa1j1 . . . Uakjk
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As for the right term R, this is given by:

Rij = (U⊗lT )ij

=
∑
b

U⊗l
ib Tbj

=
∑
b

Ui1b1 . . . UilblTbj

Consider now the vectors ξij = Hi/Hj. Since these vectors span the ambient Hilbert
space, the equality L = R is equivalent to the following equality:

< Lijξpq, ξrs >=< Rijξpq, ξrs >

We use now the following well-known formula, expressing a product of rank one pro-
jections P1, . . . , Pk in terms of the corresponding image vectors ξ1, . . . , ξk:

< P1 . . . Pkx, y >=< x, ξk >< ξk, ξk−1 > . . . . . . < ξ2, ξ1 >< ξ1, y >

This gives the following formula for L:

< Lijξpq, ξrs > =
∑
a

Tia < Pa1j1 . . . Pakjkξpq, ξrs >

=
∑
a

Tia < ξpq, ξakjk > . . . < ξa1j1 , ξrs >

=
∑
a

TiaG
qjk
pak
Gjkjk−1
akak−1

. . . Gj2j1
a2a1

Gj1s
a1r

=
∑
a

TiaG
k+2
rap,sjq

= (T ◦Gk+2)rip,sjq

As for the right term R, this is given by:

< Rijξpq, ξrs > =
∑
b

< Pi1b1 . . . Pilblξpq, ξrs > Tbj

=
∑
b

< ξpq, ξilbl > . . . < ξi1b1 , ξrs > Tbj

=
∑
b

Gqbl
pil
G
blbl−1

ilil−1
. . . Gb2b1

i2i1
Gb1s
i1r
Tbj

=
∑
b

Gl+2
rip,sbqTbj

= (Gl+2T ◦)rip,sjq

Thus, we obtain the formula in the statement. See [12]. □
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16b. Spin models

Let us discuss now the relation with subfactor theory, and with planar algebras. As a
starting point, we have the following basic observation of Popa [79]:

Proposition 16.9. Up to a conjugation by a unitary, the pairs of orthogonal MASA
in the simplest factor, namely the matrix algebra MN(C), are as follows,

A = ∆ , B = H∆H∗

with ∆ ⊂MN(C) being the diagonal matrices, and with H ∈MN(C) being Hadamard.

Proof. Any maximal abelian subalgebra (MASA) in MN(C) being conjugated to ∆,
we can assume, up to conjugation by a unitary, that we have, with U ∈ UN :

A = ∆ , B = U∆U∗

Now observe that given two diagonal matrices D,E ∈ ∆, we have:

tr(D · UEU∗) =
1

N

∑
i

(DUEU∗)ii

=
1

N

∑
ij

DiiUijEjjŪij

=
1

N

∑
ij

DiiEjj|Uij|2

Thus, the orthogonality condition A ⊥ B reformulates as follows:

1

N

∑
ij

DiiEjj|Uij|2 =
1

N2

∑
ij

DiiEjj

Thus, we must have |Uij| = 1√
N
, for any i, j. But this tells us that the matrix

H =
√
NU must be Hadamard, as claimed. □

Along the same lines, but at a more advanced level, we have:

Theorem 16.10. Given a complex Hadamard matrix H ∈MN(C), the diagram formed
by the associated pair of orthogonal MASA, namely

∆ // MN(C)

C

OO

// H∆H∗

OO

is a commuting square in the sense of subfactor theory, in the sense that the expectations
onto ∆, H∆H∗ commute, and their product is the expectation onto C.
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Proof. The expectation E∆ :MN(C)→ ∆ is the operationM →M∆ which consists
in keeping the diagonal, and erasing the rest. Consider now the other expectation:

EH∆H∗ :MN(C)→ H∆H∗

It is better to identify this with the following expectation, with U = H/
√
N :

EU∆U∗ :MN(C)→ U∆U∗

This latter expectation must be of the form M → UX∆U
∗, with X satisfying:

< M,UDU∗ >=< UX∆U
∗, UDU∗ > , ∀D ∈ ∆

The scalar products being given by < a, b >= tr(ab∗), this condition reads:

tr(MUD∗U∗) = tr(X∆D
∗) , ∀D ∈ ∆

Thus X = U∗MU , and the formulae of our two expectations are as follows:

E∆(M) = M∆

EU∆U∗(M) = U(U∗MU)∆U
∗

With these formulae in hand, an elementary computation gives the result. □

The point now is that any commuting square C produces a subfactor of the Murray-
von Neumann hyperfinite II1 factor R. Consider indeed such a square:

C01
// C11

C00

OO

// C10

OO

Under suitable assumptions on the inclusions C00 ⊂ C10, C01 ⊂ C11, we can perform
the basic construction for them, in finite dimensions, and we obtain in this way a whole
array of commuting squares, as follows:

A0 A1 A2

C02
//

OO

C12
//

OO

C22
//

OO

B2

C01
//

OO

C11
//

OO

C21
//

OO

B1

C00

OO

// C10

OO

// C20

OO

// B0
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Here the various A,B letters stand for the von Neumann algebras obtained in the
limit, which are all isomorphic to the hyperfinite II1 factor R, and we have:

Theorem 16.11. In the context of the above diagram, the following happen:

(1) A0 ⊂ A1 is a subfactor, and {Ai} is the Jones tower for it.
(2) The corresponding planar algebra is given by A′

0 ∩ Ak = C ′
01 ∩ Ck0.

(3) A similar result holds for the “horizontal” subfactor B0 ⊂ B1.

Proof. This is something very standard, the idea being as follows:

(1) This is something quite routine.

(2) This is a subtle result, called Ocneanu compactness theorem.

(3) This follows from (1,2), by flipping the diagram. □

Getting back now to the Hadamard matrices, we can extend our lineup of results,
namely Proposition 16.9 and Theorem 16.10, with an advanced result, as follows:

Theorem 16.12. Given a complex Hadamard matrix H ∈MN(C), the diagram formed
by the associated pair of orthogonal MASA is a commuting square in the sense of subfactor
theory, and the associated planar algebra P = (Pk) is given by the following formula,

T ∈ Pk ⇐⇒ T ◦G2 = Gk+2T ◦

where the objects on the right are constructed as follows:

(1) T ◦ = id⊗ T ⊗ id.
(2) Gjb

ia =
∑

kHikH̄jkH̄akHbk.

(3) Gk
i1...ik,j1...jk

= G
jkjk−1

ikik−1
. . . Gj2j1

i2i1
.

Proof. We have two assertions here, the idea being as follows:

(1) The fact that we have indeed a commuting square is something that we already
know, from Theorem 16.10.

(2) The computation of the associated planar algebra is possible thanks to the Ocneanu
compactness theorem, corresponding to the formula in Theorem 16.11 (2). To be more
precise, by doing some direct computations, which are quite similar to those in the proof
of Theorem 16.8, we obtain the formula in the statement. See [61]. □

The point now is that all the above is very similar to Theorem 16.8, and we have:

Theorem 16.13. Let H ∈MN(C) be a complex Hadamard matrix.

(1) The planar algebra associated to H is given by Pk = Fix(u⊗k), where G ⊂ S+
N is

the associated quantum permutation group.
(2) The corresponding Poincaré series f(z) =

∑
k dim(Pk)z

k equals the Stieltjes
transform

∫
G

1
1−zχ of the law of the main character χ =

∑
i uii.
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Proof. This follows by comparing the quantum group and subfactor results:

(1) As already mentioned above, this simply follows by comparing Theorem 16.8 with
the subfactor computation in Theorem 16.12. For full details here, we refer to [9].

(2) This is a consequence of (1), and of the Peter-Weyl type results from [98], which
tell us that fixed points can be counted by integrating characters. □

Summarizing, we have now a clarification of the various quantum algebraic objects
associated to a complex Hadamard matrix H ∈ MN(C), the idea being that the cen-
tral object, which best encodes the “symmetries” of the matrix, and which allows the
computation of the other quantum algebraic objects as well, such as the associated pla-
nar algebra, is the associated quantum permutation group G ⊂ S+

N . Regarding now the
subfactor itself, the result here is as follows:

Theorem 16.14. The subfactor associated to H ∈MN(C) is of the form

AG ⊂ (CN ⊗ A)G

with A = R⋊ Ĝ, where G ⊂ S+
N is the associated quantum permutation group.

Proof. This is something more technical, the idea being that the basic construction
procedure for the commuting squares, explained before Theorem 16.11, can be performed
in an “equivariant setting”, for commuting squares having components as follows:

D ⊗G E = (D ⊗ (E ⋊ Ĝ))G

To be more precise, starting with a commuting square formed by such algebras, we ob-
tain by basic construction a whole array of commuting squares as follows, with {Di}, {Ei}
being by definition Jones towers, and with D∞, E∞ being their inductive limits:

D0 ⊗G E∞ D1 ⊗G E∞ D2 ⊗G E∞

D0 ⊗G E2

OO

// D1 ⊗G E2

OO

// D2 ⊗G E2

OO

// D∞ ⊗G E2

D0 ⊗G E1

OO

// D1 ⊗G E1

OO

// D2 ⊗G E1

OO

// D∞ ⊗G E1

D0 ⊗G E0

OO

// D1 ⊗G E0

OO

// D2 ⊗G E0

OO

// D∞ ⊗G E0

The point now is that this quantum group picture works in fact for any commuting
square having C in the lower left corner. In the Hadamard matrix case, that we are
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interested in here, the corresponding commuting square is as follows:

C⊗G CN // CN ⊗G CN

C⊗G C

OO

// CN ⊗G C

OO

Thus, the subfactor obtained by vertical basic construction appears as follows:

C⊗G E∞ ⊂ CN ⊗G E∞

But this gives the conclusion in the statement, with the II1 factor appearing there

being by definition A = E∞⋊ Ĝ, and with the remark that we have E∞ ≃ R. See [4]. □

There are many other things that can be said about the Hadamard matrices and their
relation with operator algebras, and about the subfactors associated to the Hadamard
matrices, and their generalizations, and we refer to [3], [9], [61] and related papers.

16c. Fourier models

Getting back now to Theorem 16.5, going beyond it is a quite delicate task. The next
simplest models appear by deforming the Fourier matrices, or rather the tensor products
of such matrices, FG×H = FG ⊗ FH , via the following construction, due to Diţă:

Definition 16.15. Given two finite abelian groups G,H, we consider the correspond-
ing deformed Fourier matrix, given by the formula

(FG ⊗Q FH)ia,jb = Qib(FG)ij(FH)ab

and we factorize the associated representation πQ of the algebra C(S+
G×H),

C(S+
G×H)

πQ //

$$

MG×H(C)

C(GQ)

π

::

with C(GQ) being the Hopf image of this representation πQ.

Explicitely computing the above quantum permutation group GQ ⊂ S+
G×H , as function

of the parameter matrix Q ∈ MG×H(T), will be our main purpose, in what follows. In
order to do so, we first have the following elementary result:
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Proposition 16.16. We have a factorization as follows,

C(S+
G×H)

πQ //

%%

MG×H(C)

C(H ≀∗ G)

π

99

given on the standard generators by the formulae

U
(i)
ab =

∑
j

Wia,jb , Vij =
∑
a

Wia,jb

independently of b, where W is the magic matrix producing πQ.

Proof. With K = FG, L = FH and M = |G|, N = |H|, the formula of the magic
matrix W ∈MG×H(MG×H(C)) associated to H = K ⊗Q L is as follows:

(Wia,jb)kc,ld =
1

MN
· QicQjd

QidQjc

· KikKjl

KilKjk

· LacLbd
LadLbc

=
1

MN
· QicQjd

QidQjc

·Ki−j,k−lLa−b,c−d

Our claim now is that the representation πQ constructed in Definition 16.15 can be
factorized in three steps, up to the factorization in the statement, as follows:

C(S+
G×H)

πQ //

��

MG×H(C)

C(S+
H ≀∗ S

+
G)

//

55

C(S+
H ≀∗ G) //

;;

C(H ≀∗ G)

OO

Indeed, the construction of the map on the left is standard. Regarding the second
factorization, this comes from the fact that since the elements Vij depend on i − j, they
satisfy the defining relations for the quotient algebra C(S+

G)→ C(G). Finally, regarding
the third factorization, observe thatWia,jb depends only on i, j and on a−b. By summing

over j we obtain that the elements U
(i)
ab depend only on a− b, and we are done. □

We have now all needed ingredients for refining Proposition 16.16, as follows:
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Proposition 16.17. We have a factorization as follows,

C(S+
G×H)

πQ //

&&

MG×H(C)

C∗(ΓG,H)⋊ C(G)

ρ

88

where the group on the bottom is given by:

ΓG,H = H∗G
/〈

[c
(i1)
1 . . . c(is)s , d

(j1)
1 . . . d(js)s ] = 1

∣∣∣∑
r

cr =
∑
r

dr = 0

〉
Proof. Assume that we have a representation, as follows:

π : C∗(Γ)⋊ C(G)→ML(C)
Let Λ be a G-stable normal subgroup of Γ, so that G acts on Γ/Λ, and we can form

the product C∗(Γ/Λ)⋊ C(G), and assume that π is trivial on Λ. Then π factorizes as:

C∗(Γ)⋊ C(G)
π //

''

ML(C)

C∗(Γ/Λ)⋊ C(G)

ρ

99

With Γ = H∗G, this gives the result. □

We have now all the needed ingredients for proving a main result, as follows:

Theorem 16.18. When Q is generic, the minimal factorization for πQ is

C(S+
G×H)

πQ //

&&

MG×H(C)

C∗(ΓG,H)⋊ C(G)

π

88

where on the bottom
ΓG,H ≃ Z(|G|−1)(|H|−1) ⋊H

is the discrete group constructed above.

Proof. Consider the factorization in Proposition 16.17, which is as follows, where L
denotes the Hopf image of πQ:

θ : C∗(ΓG,H)⋊ C(G)→ L
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To be more precise, this morphism produces the following commutative diagram:

C(S+
G×H)

πQ //

''

##

MG×H(C)

L

77

C∗(ΓG,H)⋊ C(G)

θ

OO
π

BB

The first observation is that the injectivity assumption on C(G) holds by construction,
and that for f ∈ C(G), the matrix π(f) is “block scalar”. Now for r ∈ ΓG,H with
θ(r ⊗ 1) = θ(1 ⊗ f) for some f ∈ C(G), we see, using the commutative diagram, that
π(r ⊗ 1) is block scalar. Thus, modulo some standard algebra, we are done. □

Summarizing, we have computed the quantum permutation groups associated to the
Diţă deformations of the tensor products of Fourier matrices, in the case where the de-
formation matrix Q is generic. For some further computations, in the case where the
deformation matrix Q is no longer generic, we refer to the follow-ups of [9].

Let us compute now the Kesten measure µ = law(χ), in the case where the deformation
matrix is generic, as before. Our results here will be a combinatorial moment formula, a
geometric interpretation of it, and an asymptotic result. We first have:

Theorem 16.19. We have the moment formula∫
χp =

1

|G| · |H|
#

{
i1, . . . , ip ∈ G
d1, . . . , dp ∈ H

∣∣∣ [(i1, d1), (i2, d2), . . . , (ip, dp)]
= [(i1, dp), (i2, d1), . . . , (ip, dp−1)]

}
where the sets between square brackets are by definition sets with repetition.

Proof. According to the various formulae above, the factorization found in Theorem
16.18 is, at the level of standard generators, as follows:

C(S+
G×H) → C∗(ΓG,H)⊗ C(G) → MG×H(C)

uia,jb → 1
|H|
∑

c Fb−a,cc
(i) ⊗ vij → Wia,jb
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Thus, the main character of the quantum permutation group that we found in Theorem
16.18 is given by the following formula:

χ =
1

|H|
∑
iac

c(i) ⊗ vii

=
∑
ic

c(i) ⊗ vii

=

(∑
ic

c(i)

)
⊗ δ1

Now since the Haar functional of C∗(Γ) ⋊ C(H) is the tensor product of the Haar
functionals of C∗(Γ), C(H), this gives the following formula, valid for any p ≥ 1:∫

χp =
1

|G|

∫
Γ̂G,H

(∑
ic

c(i)

)p

Consider the elements Si =
∑

c c
(i). With standard notations, we have:

Si =
∑
c

(bi0 − bic, c)

Now observe that these elements multiply as follows:

Si1 . . . Sip =
∑
c1...cp

 bi10 − bi1c1 + bi2c1 − bi2,c1+c2
+bi3,c1+c2 − bi3,c1+c2+c3 + . . . . . . , c1 + . . .+ cp
. . . . . .+ bip,c1+...+cp−1 − bip,c1+...+cp


In terms of the new indices dr = c1 + . . .+ cr, this formula becomes:

Si1 . . . Sip =
∑
d1...dp

bi10 − bi1d1 + bi2d1 − bi2d2
+bi3d2 − bi3d3 + . . . . . . , dp
. . . . . .+ bipdp−1 − bipdp


Now by integrating, we must have dp = 0 on one hand, and on the other hand:

[(i1, 0), (i2, d1), . . . , (ip, dp−1)] = [(i1, d1), (i2, d2), . . . , (ip, dp)]

Equivalently, we must have dp = 0 on one hand, and on the other hand:

[(i1, dp), (i2, d1), . . . , (ip, dp−1)] = [(i1, d1), (i2, d2), . . . , (ip, dp)]

Thus, by translation invariance with respect to dp, we obtain:∫
Γ̂G,H

Si1 . . . Sip =
1

|H|
#

{
d1, . . . , dp ∈ H

∣∣∣ [(i1, d1), (i2, d2), . . . , (ip, dp)]
= [(i1, dp), (i2, d1), . . . , (ip, dp−1)]

}
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It follows that we have the following moment formula:∫
Γ̂G,H

(∑
i

Si

)p

=
1

|H|
#

{
i1, . . . , ip ∈ G
d1, . . . , dp ∈ H

∣∣∣ [(i1, d1), (i2, d2), . . . , (ip, dp)]
= [(i1, dp), (i2, d1), . . . , (ip, dp−1)]

}
Now by dividing by |G|, we obtain the formula in the statement. □

The formula in Theorem 16.19 can be further interpreted as follows:

Theorem 16.20. With M = |G|, N = |H| we have the formula

law(χ) =

(
1− 1

N

)
δ0 +

1

N
law(A)

where the matrix
A ∈ C(TMN ,MM(C))

is given by A(q) = Gram matrix of the rows of q.

Proof. According to Theorem 16.19, we have the following formula:∫
χp =

1

MN

∑
i1...ip

∑
d1...dp

δ[i1d1,...,ipdp],[i1dp,...,ipdp−1]

=
1

MN

∫
TMN

∑
i1...ip

∑
d1...dp

qi1d1 . . . qipdp
qi1dp . . . qipdp−1

dq

=
1

MN

∫
TMN

∑
i1...ip

(∑
d1

qi1d1
qi2d1

)(∑
d2

qi2d2
qi3d2

)
. . .

∑
dp

qipdp
qi1dp

 dq

Consider now the Gram matrix in the statement, namely:

A(q)ij =< Ri, Rj >

Here R1, . . . , RM are the rows of the following matrix:

q ∈ TMN ≃MM×N(T)
We have then the following computation:∫

χp =
1

MN

∫
TMN

< Ri1 , Ri2 >< Ri2 , Ri3 > . . . < Rip , Ri1 >

=
1

MN

∫
TMN

A(q)i1i2A(q)i2i3 . . . A(q)ipi1

=
1

MN

∫
TMN

Tr(A(q)p)dq

=
1

N

∫
TMN

tr(A(q)p)dq
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But this gives the formula in the statement, and we are done. □

In general, the moments of the Gram matrix A are given by a quite complicated
formula, and we cannot expect to have a refinement of Theorem 16.20, with A replaced
by a plain, non-matricial random variable, say over a compact abelian group.

However, this kind of simplification does appear atM = 2, and since this phenomenon
is quite interesting, we will explain this now. We first have:

Proposition 16.21. For F2 ⊗Q FH , with Q ∈M2×N(T) generic, we have

N

∫ ( χ
N

)p
=

∫
TN

∑
k≥0

(
p

2k

) ∣∣∣∣a1 + . . .+ aN
N

∣∣∣∣2k da
where the integral on the right is with respect to the uniform measure on TN .

Proof. In order to prove the result, consider the following quantity, which appeared
in the proof of Theorem 16.20:

Φ(q) =
∑
i1...ip

∑
d1...dp

qi1d1 . . . qipdp
qi1dp . . . qipdp−1

We can “half-dephase” the matrix q ∈M2×N(T) if we want to, as follows:

q =

(
1 . . . 1
a1 . . . aN

)
Let us compute now the above quantity Φ(q), in terms of the numbers a1, . . . , aN . Our

claim is that we have the following formula:

Φ(q) = 2
∑
k≥0

Np−2k

(
p

2k

) ∣∣∣∣∣∑
i

ai

∣∣∣∣∣
2k

Indeed, the idea is that:

(1) The 2Nk contribution will come from i = (1 . . . 1) and i = (2 . . . 2).

(2) Then we will have a p(p−1)Nk−2|
∑

i ai|2 contribution coming from indices of type
i = (2 . . . 21 . . . 1), up to cyclic permutations.

(3) Then we will have a 2
(
p
4

)
Np−4|

∑
i ai|4 contribution coming from indices of type

i = (2 . . . 21 . . . 12 . . . 21 . . . 1).

(4) And so on.

In practice now, in order to prove our claim, in order to find the Np−2k|
∑

i ai|2k
contribution, we have to count the circular configurations consisting of p numbers 1, 2,
such that the 1 values are arranged into k non-empty intervals, and the 2 values are
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arranged into k non-empty intervals as well. Now by looking at the endpoints of these 2k
intervals, we have 2

(
p
2k

)
choices, and this gives the above formula.

Now by integrating, this gives the formula in the statement. □

Observe now that the integrals in Proposition 16.21 can be computed as follows:∫
TN

|a1 + . . .+ aN |2kda =

∫
TN

∑
i1...ik

∑
j1...jk

ai1 . . . aik
aj1 . . . ajk

da

= #
{
i1 . . . ik, j1 . . . jk

∣∣∣[i1, . . . , ik] = [j1, . . . , jk]
}

=
∑

k=
∑
ri

(
k

r1, . . . , rN

)2

We obtain in this way the following “blowup” result, for our measure:

Proposition 16.22. For F2 ⊗Q FH , with Q ∈M2×N(T) generic, we have

µ =

(
1− 1

N

)
δ0 +

1

2N

(
Ψ+

∗ ε+Ψ−
∗ ε
)

where ε is the uniform measure on TN , and where the blowup function is:

Ψ±(a) = N ±

∣∣∣∣∣∑
i

ai

∣∣∣∣∣
Proof. We use the formula found in Proposition 16.21, along with the following

standard identity, coming from the Taylor formula:∑
k≥0

(
p

2k

)
x2k =

(1 + x)p + (1− x)p

2

By using this identity, Proposition 16.20 reformulates as follows:

N

∫ ( χ
N

)p
=

1

2

∫
TN

(
1 +

∣∣∣∣∑i ai
N

∣∣∣∣)p + (1− ∣∣∣∣∑i ai
N

∣∣∣∣)p da
Now by multiplying by Np−1, we obtain the following formula:∫

χk =
1

2N

∫
TN

(
N +

∣∣∣∣∣∑
i

ai

∣∣∣∣∣
)p

+

(
N −

∣∣∣∣∣∑
i

ai

∣∣∣∣∣
)p

da

But this gives the formula in the statement, and we are done. □

We can further improve the above result, by reducing the maps Ψ± appearing there
to a single one, and we are led to the following statement:
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Theorem 16.23. For F2 ⊗Q FH , with Q ∈M2×N(T) generic, we have

µ =

(
1− 1

N

)
δ0 +

1

N
Φ∗ε

where ε is the uniform measure on Z2 × TN , and where the blowup map is:

Φ(e, a) = N + e

∣∣∣∣∣∑
i

ai

∣∣∣∣∣
Proof. This is clear indeed from Proposition 16.22. □

As already mentioned, the above results at M = 2 are something quite special. In the
general case, M ∈ N, it is not clear how to construct a nice blowup of the measure.

16d. Poisson laws

Asymptotically, things are however quite simple. Let us go back indeed to the general
case, where M,N ∈ N are both arbitrary. The problem that we would like to solve now
is that of finding the good regime, of the following type, where the measure in Theorem
16.19 converges, after some suitable manipulations:

M = f(K) , N = g(K) , K →∞
In order to do so, we have to do some combinatorics. Let NC(p) be the set of

noncrossing partitions of {1, . . . , p}, and for π ∈ P (p) we denote by |π| ∈ {1, . . . , p} the
number of blocks. With these conventions, we have the following result:

Proposition 16.24. With M = αK,N = βK, K →∞ we have:

cp
Kp−1

≃
p∑
r=1

#
{
π ∈ NC(p)

∣∣∣|π| = r
}
αr−1βp−r

In particular, with α = β we have:

cp ≃
1

p+ 1

(
2p

p

)
(αK)p−1

Proof. We use the combinatorial formula in Theorem 16.19. Our claim is that, with
π = ker(i1, . . . , ip), the corresponding contribution to cp is:

Cπ ≃

{
α|π|−1βp−|π|Kp−1 if π ∈ NC(p)
O(Kp−2) if π /∈ NC(p)

As a first observation, the number of choices for a multi-index (i1, . . . , ip) ∈ Xp satis-
fying ker i = π is:

M(M − 1) . . . (M − |π|+ 1) ≃M |π|
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Thus, we have the following estimate:

Cπ ≃M |π|−1N−1#
{
d1, . . . , dp ∈ Y

∣∣∣[dα|α ∈ b] = [dα−1|α ∈ b], ∀b ∈ π
}

Consider now the following partition:

σ = ker d

The contribution of σ to the above quantity Cπ is then given by:

∆(π, σ)N(N − 1) . . . (N − |σ|+ 1) ≃ ∆(π, σ)N |σ|

Here the quantities on the right are as follows:

∆(π, σ) =

{
1 if |b ∩ c| = |(b− 1) ∩ c|,∀b ∈ π,∀c ∈ σ
0 otherwise

We use now the standard fact that for π, σ ∈ P (p) satisfying ∆(π, σ) = 1 we have:

|π|+ |σ| ≤ p+ 1

In addition, the equality case is well-known to happen when π, σ ∈ NC(p) are inverse
to each other, via Kreweras complementation. This shows that for π /∈ NC(p) we have:

Cπ = O(Kp−2)

Also, this shows that for π ∈ NC(p) we have:

Cπ ≃ M |π|−1N−1Np−|π|−1

= α|π|−1βp−|π|Kp−1

Thus, we have obtained the result. □

We denote by D the dilation operation, given by:

Dr(law(X)) = law(rX)

With this convention, we have the following result:

Theorem 16.25. With M = αK,N = βK, K →∞ we have:

µ =

(
1− 1

αβK2

)
δ0 +

1

αβK2
D 1

βK
(πα/β)

In particular with α = β we have:

µ =

(
1− 1

α2K2

)
δ0 +

1

α2K2
D 1

αK
(π1)
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Proof. At α = β, this follows from Proposition 16.24. In general now, we have:
cp

Kp−1
≃

∑
π∈NC(p)

α|π|−1βp−|π|

=
βp

α

∑
π∈NC(p)

(
α

β

)|π|

=
βp

α

∫
xpdπα/β(x)

When α ≥ β, where dπα/β(x) = φα/β(x)dx is continuous, we obtain:

cp =
1

αK

∫
(βKx)pφα/β(x)dx

=
1

αβK2

∫
xpφα/β

(
x

βK

)
dx

But this gives the formula in the statement. When α ≤ β the computation is similar,
with a Dirac mass as 0 dissapearing and reappearing, and gives the same result. □

Let us state as well an explicit result, regarding densities:

Theorem 16.26. With M = αK,N = βK, K →∞ we have:

µ =

(
1− 1

αβK2

)
δ0 +

1

αβK2
·
√
4αβK2 − (x− αK − βK)2

2πx
dx

In particular with α = β we have:

µ =

(
1− 1

α2K2

)
δ0 +

1

α2K2
·

√
4αK
x
− 1

2π

Proof. According to the formula for the density of the free Poisson law, the density
of the continuous part D 1

βK
(πα/β) is indeed given by:√

4α
β
− ( x

βK
− 1− α

β
)2

2π · x
βK

=

√
4αβK2 − (x− αK − βK)2

2πx

With α = β now, we obtain the second formula in the statement, and we are done. □

Observe that at α = β = 1, where M = N = K →∞, the above measure is:

µ =

(
1− 1

K2

)
δ0 +

1

K2
D 1

K
(π1)

This measure is supported by [0, 4K]. On the other hand, since the groups ΓM,N are
all amenable, the corresponding measures are supported on [0,MN ], and so on [0, K2] in
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the M = N = K situation. The fact that we do not have a convergence of supports is
not surprising, because our convergence is in moments.

The above results are of course not the end of the story, because we have now to
understand what happens in the case of non-generic parameters. There has been some
technical work here, by Bichon and by myself, and as a sample result here, we have:

Theorem 16.27. Given two finite abelian groups G,H, having cardinalities

|G| =M , |H| = N

consider the main character χ of the quantum group associated to FG×H . We have then

law
( χ
N

)
=

(
1− 1

M

)
δ0 +

1

M
πt

in moments, with M = tN →∞, where πt is the free Poisson law of parameter t > 0. In
addition, this formula holds for any generic fiber of FG×H .

Proof. We already know that the second assertion holds, as explained above.

Regarding now the first assertion, our first claim is that for the representation coming
from the parametric matrix FG×H we have the following formula, where M = |G|, N =
|H|, and the sets between brackets are sets with repetitions:

crp =
1

M r+1N
#


i1, . . . , ir, a1, . . . , ap ∈ {0, . . . ,M − 1},

b1, . . . , bp ∈ {0, . . . , N − 1},
[(ix + ay, by), (ix+1 + ay, by+1)|y = 1, . . . , p]

= [(ix + ay, by+1), (ix+1 + ay, by)|y = 1, . . . , p],∀x


Indeed, by using the general moment formula with K = FG, L = FH , we have:

crp

=
1

(MN)r

∫
T r

∑
i11...i

r
p

∑
b11...b

r
p

Q1
i11b

1
1
Q1
i21b

1
2

Q1
i11b

1
2
Q1
i21b

1
1

. . .
Q1
i1pb

1
p
Q1
i2pb

1
1

Q1
i1pb

1
1
Q1
i2pb

1
p

. . . . . .
Qr
ir1b

r
1
Qr
i11b

r
2

Qr
ir1b

r
2
Qr
i11b

r
1

. . .
Qr
irpb

r
p
Qr
i1pb

r
1

Qr
irpb

r
1
Qr
i1pb

r
p

1

Mpr

∑
j11 ...j

r
p

Ki11j
1
1
Ki21j

1
2

Ki11j
1
2
Ki21j

1
1

. . .
Ki1pj

1
p
Ki2pj

1
1

Ki1pj
1
1
Ki2pj

1
p

. . . . . .
Kir1j

r
1
Ki11j

r
2

Kir1j
r
2
Ki11j

r
1

. . .
Kirpj

r
p
Ki1pj

r
1

Kirpj
r
1
Ki1pj

r
p

1

Npr

∑
a11...a

r
p

La11b11La21b12
La11b12La21b11

. . .
La1pb1pLa2pb11
La1pb11La2pb1p

. . . . . .
Lar1br1La11br2
Lar1br2La11br1

. . .
LarpbrpLa1pbr1
Larpbr1La1pbrp

dQ
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Since we are in the Fourier matrix case, K = FG, L = FH , we can perform the sums
over j, a. To be more precise, the last two averages appearing above are respectively:

∆(i) =
∏
x

∏
y

δ(ixy + ix+1
y−1, i

x+1
y + ixy−1)

∆(b) =
∏
x

∏
y

δ(bxy + bx+1
y−1, b

x+1
y + bxy−1)

We therefore obtain the following formula for the truncated moments of the main
character, where ∆ is the product of Kronecker symbols constructed above:

crp

=
1

(MN)r

∫
T r

∑
∆(i)=∆(b)=1

Q1
i11b

1
1
Q1
i21b

1
2

Q1
i11b

1
2
Q1
i21b

1
1

. . .
Q1
i1pb

1
p
Q1
i2pb

1
1

Q1
i1pb

1
1
Q1
i2pb

1
p

. . . . . .
Qr
ir1b

r
1
Qr
i11b

r
2

Qr
ir1b

r
2
Qr
i11b

r
1

. . .
Qr
irpb

r
p
Qr
i1pb

r
1

Qr
irpb

r
1
Qr
i1pb

r
p

dQ

Now by integrating with respect to Q ∈ (TG×H)r, we are led to counting the multi-
indices i, b satisfying several conditions. First, we have the following condition:

∆(i) = ∆(b) = 1

We have as well the following conditions, where the sets between brackets are by
definition sets with repetitions:[

i11b
1
1 . . . i1pb

1
p i21b

1
2 . . . i2pb

1
1

]
=
[
i11b

1
2 . . . i1pb

1
1 i21b

1
1 . . . i2pb

1
p

]
...[

ir1b
r
1 . . . irpb

r
p i11b

r
2 . . . i1pb

r
1

]
=
[
ir1b

r
2 . . . irpb

r
1 i11b

r
1 . . . i1pb

r
p

]
In a more compact notation, the moment formula that we obtain in this way is there-

fore as follows:

crp =
1

(MN)r
#
{
i, b
∣∣∣∆(i) = ∆(b) = 1, [ixyb

x
y , i

x+1
y bxy+1] = [ixyb

x
y+1, i

x+1
y bxy ],∀x

}
Now observe that the above Kronecker type conditions ∆(i) = ∆(b) = 1 tell us that

the arrays of indices i = (ixy), b = (bxy) must be of the following special form:i11 . . . i1p
. . .

i1r . . . irp

 =

i1 + a1 . . . i1 + ap
. . .

ir + a1 . . . ir + ap


b11 . . . b1p

. . .
b1r . . . brp

 =

j1 + b1 . . . j1 + bp
. . .

jr + b1 . . . jr + bp


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Here all the new indices ix, jx, ay, by are uniquely determined, up to a choice of i1, j1.
Now by replacing ixy , b

x
y with these new indices ix, jx, ay, by, with a MN factor added,

which accounts for the choice of i1, j1, we obtain the following formula:

crp =
1

(MN)r+1
#

{
i, j, a, b

∣∣∣ [(ix + ay, jx + by), (ix+1 + ay, jx + by+1)]
= [(ix + ay, jx + by+1), (ix+1 + ay, jx + by)],∀x

}
Now observe that we can delete if we want the jx indices, which are irrelevant. Thus,

we obtain the announced formula. The continuation is via standard combinatorics. □

There are many interesting questions that are still open, regarding the computation
of the spectral measure in the case where the parameter matrix Q is not generic, and
also regarding the computation for the deformations of the generalized Fourier matrices,
which are not necessarily of Diţă type. We refer here to [9] and related papers.

16e. Exercises

Congratulations for having read this book, and no exercises here. However, there are
many interesting questions, as a continuation of the above, some of which were raised
during our exercise sessions in this book, some other that you will find by reading the
research articles referenced below, and yet some other that you will have to invent yourself.
Enjoy all this, and in the hope that we will hear soon from you, new exciting things
regarding S+

N and its subgroups, in relation with mathematics and physics.
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[66] C. Köstler, R. Speicher, A noncommutative de Finetti theorem: invariance under quantum permu-

tations is equivalent to freeness with amalgamation, Comm. Math. Phys. 291 (2009), 473–490.
[67] B. Lindstöm, Determinants on semilattices, Proc. Amer. Math. Soc. 20 (1969), 207–208.
[68] W. Liu, General de Finetti type theorems in noncommutative probability, Comm. Math. Phys. 369

(2019), 837–866.
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[71] L. Mančinska and D.E. Roberson, Quantum isomorphism is equivalent to equality of homomorphism

counts from planar graphs, IEEE FOCS 61 (2020), 661–672.
[72] A. Mang and M. Weber, Categories of two-colored pair partitions: categories indexed by semigroups,

J. Combin. Theory Ser. A 180 (2021), 1–37.
[73] J.P. McCarthy, A state-space approach to quantum permutations, Exposition. Math. 40 (2022),

628–664.
[74] J.P. McCarthy, Tracing the orbitals of the quantum permutation group, Arch. Math. 121 (2023),

211–224.



396 BIBLIOGRAPHY

[75] C. Mrozinski, Quantum automorphism groups and SO(3)-deformations, J. Pure Appl. Algebra 219
(2015), 1–32.

[76] B. Musto, D.J. Reutter and D. Verdon, A compositional approach to quantum functions, J. Math.
Phys. 59 (2018), 1–57.

[77] B. Musto, D.J. Reutter and D. Verdon, The Morita theory of quantum graph isomorphisms, Comm.
Math. Phys. 365 (2019), 797–845.

[78] A. Nica and R. Speicher, Lectures on the combinatorics of free probability, Cambridge Univ. Press
(2006).

[79] S. Popa, Orthogonal pairs of ∗-subalgebras in finite von Neumann algebras, J. Operator Theory 9
(1983), 253–268.

[80] S. Raum and M. Weber, The full classification of orthogonal easy quantum groups, Comm. Math.
Phys. 341 (2016), 751–779.

[81] D.E. Roberson and S. Schmidt, Quantum symmetry vs nonlocal symmetry (2020).
[82] L. Rollier and S. Vaes, Quantum automorphism groups of connected locally finite graphs and quan-

tizations of discrete groups, Int. Math. Res. Not. 3 (2024), 2219–2297.
[83] S. Schmidt, The Petersen graph has no quantum symmetry, Bull. Lond. Math. Soc. 50 (2018),

395–400.
[84] S. Schmidt, Quantum automorphisms of folded cube graphs, Ann. Inst. Fourier 70 (2020), 949–970.
[85] S. Schmidt, On the quantum symmetry groups of distance-transitive graphs, Adv. Math. 368 (2020),

1–43.
[86] G.C. Shephard and J.A. Todd, Finite unitary reflection groups, Canad. J. Math. 6 (1954), 274–304.
[87] P.M. So ltan, Quantum families of maps and quantum semigroups on finite quantum spaces, J. Geom.

Phys. 59 (2009), 354–368.
[88] R. Speicher, Multiplicative functions on the lattice of noncrossing partitions and free convolution,

Math. Ann. 298 (1994), 611–628.
[89] P. Tarrago and J. Wahl, Free wreath product quantum groups and standard invariants of subfactors,

Adv. Math. 331 (2018), 1–57.
[90] P. Tarrago and M. Weber, Unitary easy quantum groups: the free case and the group case, Int.

Math. Res. Not. 18 (2017), 5710–5750.
[91] N.H. Temperley and E.H. Lieb, Relations between the “percolation” and “colouring” problem and

other graph-theoretical problems associated with regular planar lattices: some exact results for the
“percolation” problem, Proc. Roy. Soc. London 322 (1971), 251–280.

[92] D.V. Voiculescu, Addition of certain noncommuting random variables, J. Funct. Anal. 66 (1986),
323–346.

[93] D.V. Voiculescu, Limit laws for random matrices and free products, Invent. Math. 104 (1991),
201–220.

[94] D.V. Voiculescu, K.J. Dykema and A. Nica, Free random variables, AMS (1992).
[95] S. Wang, Free products of compact quantum groups, Comm. Math. Phys. 167 (1995), 671–692.
[96] S. Wang, Quantum symmetry groups of finite spaces, Comm. Math. Phys. 195 (1998), 195–211.
[97] S. Wang, Lp-improving convolution operators on finite quantum groups, Indiana Univ. Math. J. 65

(2016), 1609–1637.
[98] S.L. Woronowicz, Compact matrix pseudogroups, Comm. Math. Phys. 111 (1987), 613–665.
[99] S.L. Woronowicz, Tannaka-Krein duality for compact matrix pseudogroups. Twisted SU(N) groups,

Invent. Math. 93 (1988), 35–76.
[100] P. Zinn-Justin, Jucys-Murphy elements and Weingarten matrices, Lett. Math. Phys. 91 (2010),

119–127.



Index

ADE classification, 236
algebraic orbitals, 207
amenability, 16, 23, 35, 36
amenable quantum group, 23
amenable Woronowicz algebra, 23
analytic orbitals, 214
annular category, 76
anticommutation, 93
antidiagonal model, 310
antipode, 16
antisymmetric representation, 116
asymptotic moments, 46

Banach algebra, 12
basic construction, 71
Bell numbers, 46
Bercovici-Pata bijection, 148
Bessel law, 144, 148
bicommutant, 15, 34
blowup, 386
bounded operator, 13
Brauer theorem, 39

Catalan number, 57, 59
Catalan numbers, 62, 65, 70
category of partitions, 37
Cayley embedding, 87, 163
Cayley graph, 35, 111
Cayley theorem, 87, 163
CCLT, 50
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involutive algebra, 12
irreducible representation, 20

Jones index theorem, 71
Jones projection, 71

Kesten amenability, 23, 35
Kesten measure, 36
Klein group, 93
Kronecker symbol, 37, 73, 74

lattice of partitions, 43
law of character, 23
laws of variables, 48
liberation, 28, 41, 199
Lindstöm formula, 46, 67
linear independence, 46
linear operator, 13
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